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A B S T R A C T   

Astroturfing, or the orchestration of manipulative propaganda campaigns, has become the center of conversa
tions amid Fake News disputations. Exploring an astroturf attack as a paracrisis, this research investigates the 
effects of an attack and how proactive communication strategies can protect organizational outcomes (i.e., 
credibility, crisis responsibility, account acceptance, and organizational reputation). An online experiment using 
a U.S. adult sample (N = 597) was conducted to compare the effects of using pre-bunking, PR supportive, and 
strategic silence strategies. The study provides insights into advancing crisis communication theory by demon
strating the success of pre-bunking to thwart potential damage post-astroturf attack. In addition to expanding 
theoretical crisis response models, this research offers practitioners with advice that emphasizes the use of 
proactive strategies to pre-bunk disinformation.   

1. Introduction 

The term “astroturfing” has recently become a global phenomenon in 
political circles and amid the Fake News disputations. It has received 
coverage from talk show hosts such as John Oliver, and its egregious 
practices were exposed in The New York Times Best Seller, “The Smear” 
(Attkisson, 2017). The term refers to coordinated campaigns where 
messages supporting a specific agenda are distributed from shell orga
nizations to ensure that ties to the fake grassroots campaigns can be kept 
secret (Leiser, 2016). Astroturfing is a subcategory of disinformation, 
defined as having a purposeful, and often malicious, intent to deliber
ately mislead audiences in support of strategic objectives (Keller, 
Schoch, Stier, & Yang, 2019). Astroturfing consists of two specific 
characteristics: (1) the use of deception to disguise the true origins of the 
message being portrayed and (2) a lack of transparency, which helps 
hide the identity behind the message (Leiser, 2016). Similar to artificial 
turf resembling real grass, astroturf attacks appear nearly identical to 
messages from real grassroots organizations, which poses threats to the 
organizations being attacked. 

The realm of (mis/dis)information is a phenomenon that has recently 
attracted public relations and crisis communication scholars to produce 
debunking strategies (e.g., Caulfield, 2020; Jin, van der Meer, Lee, & Lu, 
2020; Nsoesie & Oladeji, 2020; Pennycook, Cannon, & Rand, 2018; van 

der Meer & Jin, 2020; Wang & Zhuang, 2018). However, astroturfing 
has yet to be theoretically tested using dominant crisis communication 
frameworks, inhibiting organizations from understanding its effect. 
When it comes to the classification of astroturfing within crisis 
communication literature, astroturf attacks are considered an evolved 
form of a crisis; a paracrisis. Similar in that both concepts threaten 
organizational assets, a paracrisis is differentiated as “a publicly visible 
crisis threat that charges an organization with irresponsible or unethical 
behavior” (Coombs & Holladay, 2012, p. 409). 

Thus far, few studies have experimentally tested the effectiveness of 
response strategies when dealing with a paracrisis (Honisch & Más 
Manchón, 2019). This leaves an opportunity to theoretically test the 
effects of an astroturf-based paracrisis, along with response strategies, as 
it is unclear to both researchers and practitioners facing such events on 
how the public perceives these messages (Honisch & Más Manchón, 
2019). At least two research gaps can be identified from this opportu
nity: First, there is a lack of knowledge about the effectiveness of 
response strategies when dealing with a paracrisis. The current manu
script advances findings from Honisch and Más Manchón’s (2019) study, 
which focused on the effects of four reactive response strategies (reform, 
humor, refuse, and refute) on an individual’s perceptions of an attacked 
organization’s reputation and behavioral intentions by examining pro
active response strategies. This expansion leads to the second gap within 
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paracrisis literature. When considering responding to paracrisis events, 
especially those that may be recurring, such as astroturfing campaigns, 
there is a need to understand how organizations can proactively address 
an attack by testing prepared strategies (Coombs, 2020). The current 
study sets out to examine this gap through the lens of inoculation theory. 
The use of inoculation has proven over time to be a useful tool in 
overcoming adverse effects of misinformation crises and persuasion at
tempts when looking at outcomes such as counterarguing, perceived 
threat, attitudes, and behavioral intentions (e.g., Braddock, 2019; Ein
willer & Johar, 2013; Wan & Pfau, 2004). However, there has been a 
lack of testing inoculation against other proactive communication 
strategies (i.e., PR supportive and strategic silence) that could protect 
specific organizational crisis outcomes such as credibility, crisis re
sponsibility, and organizational reputation, from disinformation 
attempts. 

To help narrow these gaps within public relations and crisis 
communication research and practice, we conducted an online experi
ment (N = 597) to examine how the use of proactive communication 
strategies (i.e., strategic silence, PR supportive, inoculation) can assist in 
protecting organizational crisis outcomes in response to a paracrisis 
astroturf attack. Findings from this study provide insights that advance 
crisis communication theory by testing the effectiveness of inoculation 
theory compared to commonly used proactive strategies to overcome 
paracrises. In addition, since astroturf attacks can be triggered at any 
time, against any organization unprovoked, this study offers needed 
evidence-based recommendations that can provide practitioners with 
more confidence in how to take control of a seemingly powerless 
situation. 

2. Literature review 

2.1. Approaching astroturfing as a paracrisis 

With the emergence of fake news, crisis communication has been 
used to understand how (mis/dis)information influences attitudinal 
perceptions and behavioral intentions. Disinformation comes in many 
forms, with astroturfing being a specific persuasion-based tactic that 
finds itself effective during persistent campaigns. There has been a 
growing consensus among scholars that the terms of misinformation and 
disinformation are distinct and require clarification. Thus, it is impor
tant to discuss how this study approaches these concepts. 

The concept of misinformation is defined within literature as infor
mation that is incorrect but does not have the intention to harm (Keller 
et al., 2019). As previously mentioned, scholars within the crisis 
communication arena have been examining the evolving post-truth 
world of misinformation by studying elements such as how it is pro
cessed, transmitted, and influences behavior (e.g., Chen & Cheng, 2019; 
van der Meer & Jin, 2020; Weidner, Beuk, & Bal, 2019). Recently, 
scholars have investigated how consumers process and respond to fake 
news about brands. By applying the persuasion knowledge model 
(PKM), it was found that persuasion knowledge plays an important role 
when individuals process misinformation, such as fake news, in pro
tecting outcomes such as brand trust and reputation. Meaning that if 
individuals have high persuasion knowledge it will thwart them from 
processing the fake news, protecting attitude change (Chen & Cheng, 
2019). 

While misinformation unintentionally spreads harmful or inaccurate 
information, disinformation is adverse information shared with the 
intention to mislead (Keller et al., 2019). Crisis communication re
searchers, such as Vafeiadis, Bortree, Buckley, Diddi and Xiao (2019), 
have studied how organizations can lessen the damage inflicted by 
disinformation crises through reactive communication strategies set 
forth by the situational crisis communication theory (SCCT). It has been 
found that when reactively responding to a disinformation attack, or
ganizations should consider following SCCT’s rebuttal message strategy 
to overcome potential organizational damage (Vafeiadis et al., 2019). 

Although astroturfing has recently become a mainstream concept, its 
roots can be traced back to practices from the early 20th century (Leiser, 
2016). Similar to fake news, astroturfing campaigns, while untrue, have 
components that are not entirely implausible (Pennycook et al., 2018). 
Additionally, what sets astroturf attacks apart from other 
persuasion-based tactics is the motivation behind the content, which 
gives a false impression of public support for or against a specific topic, 
which serves an agenda (Farkas, 2018). The intention behind corporate 
astroturf-based messages can take two different approaches. The first 
strategy is to use astroturfing to promote one’s own product by 
providing misleading information. The practice can include a multitude 
of actions including company-employed bloggers posting product re
views intended to be seen as unbiased, pay-for-play deals, and adver
tisements that redirect to corporate-written pages. In these cases, the act 
can be seen as a tactic to counter negative attention towards a brand. 
The second approach is to use astroturfing to attack rival organizations 
or causes by spreading rumors or negative information, which leads to 
the need of crisis management. 

The current study extends upon previous post-truth crisis commu
nication literature by investigating the effects of a paracrisis, specifically 
a disinformation-based astroturf attack, intentionally spreading nega
tive and misleading information about an organization. Paracrisis 
management extends knowledge in how to manage and respond to new 
forms of crises that emerge online. Although still threatening to orga
nizational assets, a paracrisis is unique to the online environment and is 
defined as “a publicly visible crisis threat that charges an organization 
with irresponsible or unethical behavior” (Coombs & Holladay, 2012, p. 
409). In Coombs’ (2019) revision of SCCT, there are three forms, 
including customer service (when publics express negative feelings 
about an organization’s customer relations); faux pas (misusing social 
media); and challenges (when stakeholders question if the organization 
is acting responsibly). In the instance of astroturfing, the paracrisis 
manifests as a challenge. While Coombs (2019) has stated that organi
zations do not need to respond to all paracrises, the present study pro
poses proactive ways to address these unique situations. 

2.2. Proactive strategies within the crisis context 

Crisis management is a well-established practice of protecting or
ganizations and stakeholders of any industry from threats (Coombs, 
2007a). The crisis lifecycle is broken down into six stages referred to as 
warning, risk assessment, response, management, resolution, and re
covery (Chandler, 2019). Research examining crises leans towards 
topics such as examining pre-crisis guidelines for preparation, advice for 
organizations amid crisis, strategies for restoring post-crisis reputation, 
message consistency, or reputation renewal (Ulmer, Seeger, & Sellnow, 
2007; Ulmer, Sellnow, & Seeger, 2010). Heavy emphasis has been put on 
analyzing the effectiveness of post-crisis response strategies (e.g., Chan, 
Jones, Jamieson, & Albarracín, 2017; Mills & Robson, 2019; Schoofs, 
Claeys, De Waele, & Cauberghe, 2019; van der Meer & Jin, 2020). There 
is far less research examining the proactive steps an organization can 
take when considering strategic crisis communication plans. Before 
introducing the proactive responses for disformation conceptual 
framework, several key concepts need to be defined to provide clear 
groundwork including: (1) proactive communication, (2) strategic 
silence strategy, (3) PR supportive strategy, and (4) pre-bunking 
strategy. 

Proactive strategies are not a new concept within crisis communi
cation (e.g., Cook, Lewandowsky, & Ecker, 2017; Le, Teo, Pang, Li, & 
Goh, 2018; Wan & Pfua, 2004). However, this paper works to test the 
strategies and conceptualize them in a strategic framework to be used 
when applied in response to disinformation via astroturfing campaigns. 
In simple terms, proactive communication is when problems are pre
vented, or effects are mitigated, instead of addressed reactively 
(Coombs, 2019). Ideally, questions are answered before they are even 
asked by using proactive communication in hopes of reducing negative 
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effects on reputation (Claeys & Cauberghe, 2014). To do so, organiza
tions must partake in issues management, by pre-crisis monitoring and 
having engagement with stakeholders in order to buffer effects when a 
negative event occurs (Lee & Lee, 2020). 

There are three primary strategies appropriate for addressing disin
formation that have been previously examined within proactive crisis 
communication literature; strategic silence, PR supportive, and inocu
lation. It should be noted that there is a fourth proactive strategy used 
within the literature that has been found to be effective, which is the 
previously mentioned concept of stealing thunder (Arpan & Pompper, 
2003). However, since the mechanisms for this strategy include 
disclosing a weakness or failure before it is announced by a third party 
(Arpan & Pompper, 2003; Einwiller & Johar, 2013), it is not deemed 
appropriate when dealing with astroturfing campaigns due to the pri
mary content being false or incorrect information. Thus, we propose that 
a comprehensive conceptual framework of proactive responses for 
disinformation contain the proactive strategies of strategic silence, PR 
supportive, and pre-bunking. 

2.2.1. Strategic silence 
The first primary proactive strategy an organization can use to 

overcome disinformation within the proposed proactive communication 
framework is the practice of strategic silence. Strategic silence can be an 
intentional or unintentional use of “lack of communication from an or
ganization or its failure to provide clear and adequate responses to 
questions or concerns raised” (Woon & Pang, 2017, p. 335). Le et al. 
(2018) refer to it as a deliberate lack of organizational communication 
and examined eight international crises to investigate the use of inten
tional, strategic silence. From this study, researchers determined that 
while the dominant view within crisis management is for organizations 
to issue a response as quickly as possible, there are at least five scenarios 
when delaying silence has potential to work. It is recommended silence 
be adopted as a supporting strategy to prepare for a primary response 
when the organization needs time to investigate the situation, fix an 
issue with a clear cause without inciting panic, or make arrangements 
for a primary response. Claeys and Opgenhaffen (2016) found that 
silence, as opposed to stealing thunder, may be more appropriate when 
an organization fears a response may jeopardize their stakeholder re
lationships and implicate legal liability. Additionally, Smith (2013) 
recognized strategic silence as a way to convey patience or justification 
while an issue is under investigation. 

2.2.2. PR supportive strategy 
The second strategy that appears within the proactive crisis strategy 

literature is PR supportive, which is similar to the bolstering strategy 
found within SCCT in that it provides positive arguments to reinforce an 
individual’s positive attitudes to prevent slippage, which refers to an 
attitude toward the company becoming more negative (McGuire, 1961). 
As a proactive strategy, it may be used when a crisis is detected, but not 
identifiable, as to build good will and serve as a buffer during an event 
(Wan & Pfau, 2004). It has been proposed that “the supportive approach 
may work better than inoculation in guarding against people’s attitu
dinal slippage in the event of no crisis” (Wan & Pfau, 2004, p. 319). 
Although a supportive statement proactively fosters positive attitudes 
regarding an organization’s business practices or products, the state
ment does not directly address the threat or susceptibility to a potential 
crisis (Benoit, 1995). 

2.2.3. Pre-bunking 
This leads to the last proactive strategy of pre-bunking, or inocula

tion. Inoculation is derived from the inoculation theory, which is 
referred to as the “grandparent theory of resistance to attitude change” 
(Eagly & Chaiken, 1993, p. 561). It hypothesizes that individuals pre
sented with, or inoculated with, a forewarning message about an attack 
will be less affected by the persuasive attempt (McGuire, 1961). Rather 
than trying to persuade an individual, inoculation-based strategies use 

two-sided messages to create resistance to persuasion (Allen, 1991; 
Banas & Rains, 2010). 

Serving as a medical analogy, inoculation works similarly to a 
vaccination providing individuals with strengthened attitudes so they 
are resistant to potential persuasive attacks. To achieve this outcome, 
inoculation-based messages are composed of two mechanisms: threat 
and refutational preemption. The purpose of the threat component is to 
act as the motivational catalyst for resistance by forewarning receivers 
of a potential persuasive attack and acknowledge the potential vulner
ability of a previously held attitude (Pfau, Haigh, Sims, & Wigley, 2007). 
The second component, refutational preemption, is the process in which 
the message raises and then systematically refutes specific challenges to 
attitudes that may come under attack in the future. The purpose of 
refutational preemption is to provide receivers of the message with in
formation that can be used in counterarguing (Banas & Rains, 2010; 
Banas & Richards, 2017; McGuire, 1961). Studies over the last decade 
have consistently supported the positive effects of inoculation treat
ments on protecting attitudes and strengthening intentions (e.g., Banas 
& Rains, 2010; Banas & Richards, 2017; Dillingham & Ivanov, 2017; 
Nabi, 2003). 

2.3. Pre-bunking crisis disinformation from astroturfing campaigns 

While inoculation theory has been around for decades, researchers 
have begun to apply the theory to a broadening spectrum of commu
nication topics, including pre-crisis organizational communication 
(Einwiller & Johar, 2013; Ivanov, Sellnow, Getchell, & Burns, 2018). 
Einwiller and Johar (2013) demonstrated how inoculation serves as an 
effective proactive strategy for coping with a crisis raised by consumer 
advocates while examining attitude change, word-of-mouth, and 
counter-arguments against the accusations. The study demonstrated 
how firms can openly address an accusation with refutational inocula
tion to foster cognitive activity. In addition, the success of using inoc
ulation, or “pre-bunking,” to combat disinformation has been noted by 
both professionals and researchers to be effective at building immunity 
and reducing susceptibility (Braddock, 2019; Cherenson, 2020; van der 
Linden, Leiserowitz, Rosenthal, & Maibach, 2017). For example, Brad
dock (2019) found that the use of inoculation successfully thwarted 
disinformation persuasive attempts within extremist propaganda. 

A potential issue that prevents inoculating stakeholders prior to a 
crisis is that practitioners cannot always predict the exact details of a 
crisis in order to forewarn stakeholders. However, it has been found that 
inoculation provides a broad base that does not require detailed infor
mation about the future crisis to employ the mechanisms of threat and 
refutational preemption. Further supporting the use of inoculation, 
Einwiller and Johar (2013) found that disidentified participants who 
were inoculated reported significantly less negative attitude change 
than when they had received either a supportive message or no message. 

Traditionally, studies have examined the effects of inoculation on 
variables such as general attitude change, the extent of beliefs in accu
sations, psychological reactance, and behavioral intentions (see Cook 
et al., 2017; Einwiller & Johar, 2013; McGuire, 1961; Miller et al., 2013; 
Niederdeppe, Heley, & Berry, 2015; Ivanov & Parker, 2011; Richards & 
Banas, 2015; Roozenbeek & van der Linden, 2019). In the present study, 
we expand upon the inoculation theory from previous research en
deavours by examining the effects the strategy can have on commonly 
examined post-crisis outcomes when compared to PR supportive or 
strategic silence. In addition, we extend the conversation from Einwiller 
and Johar’s (2013) study by addressing not an accusation, but a disin
formation astroturf attack. While an accusation may be justified or a 
baseless rumor, an astroturf attack embeds a truthful fact into a false 
claim, complicating the process of dissecting fact and fiction. 

2.4. Crisis communication research outcomes 

The conceptualization proposes strategies for proactive 
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communication and how to evaluate its effectiveness by incorporating 
previously examined crisis outcomes that have played integral roles 
within image repair theory (Benoit, 1997), situational crisis communi
cation theory (SCCT) (Coombs, 2019), and the social-mediated crisis 
communication model (Jin, Liu, & Austin, 2014). To measure effec
tiveness, specific outcomes of credibility, crisis responsibility, account 
acceptance, and organizational reputation capture crisis communication 
assets extended from previously published crisis communication 
literature. 

The concept of credibility refers to the believability of communica
tion, such as a stakeholder judging the accuracy of a message (Metzger, 
Flanagin, Eyal, Lemus, & McCann, 2003; O’Keefe, 2002). In crisis 
communication literature, van Zoonen and van der Meer (2015) found 
credibility could boost the effectiveness of communication and explored 
it as a mediator of communication strategies on reputation. On social 
media, users determine the credibility of the information they are 
exposed to as these channels do not have gatekeepers (Kent, 2013). 
Understanding stakeholder perceptions during a paracrisis requires 
further investigation to explore perceptions of the attacker’s and victim 
organization’s credibility. Credibility is a multifaceted concept and 
measures various items (e.g., intelligence, expertise, informed, compe
tent) (McCroskey & Teven, 1999). Inoculation has been found to protect 
attitudes against attack advertising when the inoculation message is 
perceived credible (Pfau, Kenski, Nitz, & Sorenson, 1990). Extending 
this knowledge by comparing pre-bunking with inoculation to PR sup
portive and strategic silence, the following hypothesis is proposed: 

H1a. The use of the pre-bunking strategy, as compared with the PR 
supportive or strategic silence strategies, significantly increases the 
targeted organization’s perceived credibility. 

Astroturfing campaigns aim to gain credibility by using persuasive 
messages to manipulate information and gain trust. Thus, it is impera
tive to gauge how the attacker’s credibility is impacted by proactive 
messaging. Lower perceptions of the attacker’s credibility implies less 
acceptance of the message, which leads to less damage to the victim 
organization. Within the realm of (mis/dis)information, Visentin, Pizzi 
and Pichierri (2019) examined the impacts of fake news on adjacent 
brand ads. The researchers found that the source credibility of the fake 
news significantly impacted adjacent brand ads’ trust, which then 
influenced outcomes such as brand attitudes and future purchase in
tentions. Pre-bunking, which is the most direct messaging that confronts 
the attacker, is predicted to have the greatest effect on lowering per
ceptions of the attacker’s credibility. The second hypothesis proposes: 

H1b. The use of the pre-bunking strategy, as compared with the PR 
supportive or strategic silence strategies, significantly decreases the 
attacking organization’s perceived credibility. 

Although we have some preliminary evidence for the benefit of using 
pre-bunking through inoculation to thwart the effects of persuasive at
tempts, no organizational crisis communication research has 1) 
compared pre-bunking’s effects with the dominant proactive strategies 
(PR supportive and strategic silence) in response to astroturfing; and 2) 
determined which strategy type may be more effective on key organi
zational crisis communication outcomes (e.g., crisis responsibility, ac
count acceptance, and reputation). Therefore, to further understand the 
effects of proactive disinformation communication strategies in the 
setting of organizational crises, the remaining dependent variables will 
be examined through a series of research questions. 

During a crisis, stakeholders seek information about the cause to 
assign blame and pressure accountability. This is driven in SCCT by 
attribution theory, which shows how people assign responsibility if they 
believe that an organization, intentionally or unintentionally, caused a 
crisis (Coombs & Holladay, 1996). This level of responsibility depends 
on how stakeholders perceive the crisis by asking the extent they blame 
the organization or feel they had power to control the situation (Coombs 
& Holladay, 2002). As crisis scholars have made an effort to advise 

message strategies that lessen the weight of crisis responsibility on an 
organization, it is known that less attribution results in less severe 
consequences. Thus, we ask: 

RQ1. Will the use of the pre-bunking strategy, when compared to the 
PR supportive or strategic silence strategies, significantly decrease 
perceived crisis responsibility of the targeted organization? 

Crisis responses rely on the stakeholders accepting the messages 
provided by an organization (Coombs & Holladay, 2002). Without this 
acceptance, there is little hope for the message to have a positive effect 
on stakeholders. Account acceptance has been studied as a precursor to 
reputational scales in order to understand if a response is perceived as 
appropriate (Coombs & Holladay, 2008). To understand how crisis re
sponses impact reputational assessments, account acceptance is under
stood to illustrate the cause of these perceptions. Thus, it is an important 
step in evaluating the effectiveness of pre-bunking against the other 
strategies with the following research question: 

RQ2. Will the use of the pre-bunking strategy, as compared with the 
PR supportive or strategic silence strategies, significantly increase the 
account acceptance of the targeted organization’s response? 

Lastly, reputation is critical to an organization and crisis communi
cation continually strives to investigate how response strategies can 
restore reputation during negative events (Coombs, 2007a). While a 
positive reputation can take an organization years to establish, an 
astroturfer’s claims can disintegrate it with one effective campaign. This 
concept has been critical to dictating the future of an organization and 
has been thoroughly utilized in crisis communication literature (e.g., 
Coombs, 2004; An & Cheng, 2010; Lyon & Cameron, 2004; Ulmer et al., 
2007). In SCCT, the framework often measures organizational reputa
tion as the dependent variable to understand how it is impacted by a 
crisis, and an organization’s response to it (Claeys & Cauberghe, 2014; 
Coombs, 2007b). In 2018, it was reported that out of 1200 communi
cation professionals, 20 % indicated that (mis/dis)information via fake 
news had impacted their organizational reputation (Reber, Meng, 
Berger, Gower, & Zerfass, 2018). By acknowledging the impact disin
formation via astroturfing campaigns can have on organizational repu
tation, the following research question tests pre-bunking through 
inoculation against the other proactive strategies: 

RQ3. Will the perceived organizational reputation of the targeted or
ganization be significantly higher post-astroturf attack when pre- 
bunking is used, as compared with the PR supportive or strategic 
silence strategies? 

3. Methodology 

An experimental study was designed to establish which proposed 
proactive strategy is most effective in lessening the effects of an astroturf 
attack on reputation. Participants were randomized into one of the 
following response conditions: strategic silence, PR supportive, and pre- 
bunking. 

To increase ecological validity, two real organizations were used 
within this study, The Washington Post and Accuracy in Media (AIM). The 
organizations were selected due to AIM’s history of actively attacking 
The Washington Post with astroturfing campaigns. AIM claims it is a 
citizens’ media watchdog with the mission of promoting “accuracy, 
fairness and balance in news reporting,” yet its reporting reflects con
trary (Accuracy in Media, 2020). Goss’s (2009) analysis of the site and 
its discourses found that although ‘accuracy’ is celebrated in its name, it 
betrays this mission by exhibiting one-sidedness that is “written into 
AIM’s DNA” (p. 465). Thus far, The Washington Post has not addressed 
the attacks, which provides a key opportunity to examine what would 
occur if proactive communication is used before readers become aware 
of the attacks. Since this study used two real organizations, participants 
reported pre-attitudes towards both, which was then controlled for 
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during analysis. 

3.1. Sampling 

A total of 655 participants were recruited through MTurk. MTurk is a 
web-based platform used for recruiting and paying subjects to perform 
tasks that allows for rapid recruitment of a diverse sample (Clifford, 
Jewell, & Waggoner, 2015). Following Shamon and Berning (2020) 
recommendations, two attention questions were included to help ensure 
participants were paying attention to the stimuli presented and to 
identify straightlining. One was shown after the pre-bunking stimulus 
was presented and asked participants to indicate what organization the 
pre-bunking message warned against. The second attention check was 
shown after the astroturfing video was viewed and asked who the video 
was published by. In total, there were 58 respondents who did not 
answer the attention checks correctly and were removed, leaving 597 
usable responses for final analysis. 

Demographics were collected and participants ranged in age from 18 
to 84 (M = 38.35, SD = 12.38) living in the United States. Of those, 52 % 
were male (n = 310), 48 % were female (n = 285), and less than 1 % (n =
2) identified otherwise or preferred not to say. In terms of ethnicity, the 
majority were White (n = 463, 77.55 %), with the remaining being Black 
(n = 69, 11.56 %), Hispanic/Latino (n = 63, 10.55 %), Asian/Pacific 
Islander (n = 43, 7.20 %), Native American (n = 8, 1.34 %), and Other (n 
= 14, 2.35 %). The participants varied in educational background with 
the largest percentages having a four-year degree in college (n = 285, 
47.84 %), followed by some college but no degree (n = 97, 16.25 %), and 
Master’s degree (n = 93, 15.58 %). The political affiliation of partici
pants also varied with 311 Democrats (17.09 % Strong Democrats, n =
102; 23.79 % Democrats, n = 142; 11.22 % Independent leaning Dem
ocrats, n = 67), 182 Republicans (5.86 % Strong Republicans, n = 35; 
16.58 % Republicans, n = 99; 8.04 % Independent leaning Republicans, 
n = 48) and, lastly, 104 Independents (17.42 %). Lastly, participants 
were also asked how often they read The Washington Post, from once a 
week (n = 117, 19.60 %), several times a year (n = 114, 19.10 %), 2–3 
times a week (n = 110, 18.43 %), and monthly (n = 108, 18.09 %), never 
(n = 107, 17.92 %), and daily (n = 41, 6.87 %). 

3.2. Procedure 

After participants read the informed consent script approved by the 
Institutional Review Board at a large research university in the U.S., they 
received a pre-crisis feeling thermometer with questions about their 
perceptions towards several organizations, including the two focused on 
within this study (e.g. The Washington Post and AIM). Participants were 
then randomized to receive a message from the organization being 
attacked, The Washington Post, using either the strategic silence, PR 
supportive, or pre-bunking, prior to being shown a series of astroturfing 
messages from AIM. Those who were randomized into the strategic 
silence condition did not receive a proactive message and instead 
reviewed an irrelevant message about sushi history commonly used in 
inoculation research (e.g., Banas & Miller, 2013; Banas & Richards, 
2017). After all stimuli were presented, participants were given mea
sures about perceptions of credibility, account acceptance, crisis re
sponsibility, and reputation. Demographics were collected and a 
randomized code was generated for participants to receive payment. 

3.3. Manipulations 

Participants were randomized to receive one of the three proactive 
communication conditions (i.e., strategic silence, PR supportive, pre- 
bunking) about the organization being attacked, The Washington Post 
(Appendix A). The pre-bunking message published by The Washington 
Post provided specific information about the attacking organization 
(AIM) and explained the purpose of astroturfing, containing both fore
warning and refutational preemption. In comparison, following 

previous recommendations (i.e., Benoit, 1991), supportive messages 
solely focused on bolstering information about The Washington Post. 
Specifically, the PR supportive condition provided positive information 
regarding The Washington Post’s practices, while not mentioning AIM or 
a forthcoming astroturf attack. The goal of the supportive message was 
to reinforce positive aspects of the organization, rather than alerting to 
possible counterarguments. Lastly, those who were randomized into the 
strategic silence condition did not receive a message from The Wash
ington Post. 

For the astroturf-based stimulus, news headlines published by AIM, a 
real shell organization, were used. Each participant read four headlines 
that were retrieved from AIM’s website and represent the organization’s 
frequent attacks on The Washington Post (Appendix A). 

3.4. Measurements 

All measures were adopted from previous studies and tested for in
ternal consistency. Cronbach’s alpha coefficients ranged from .84 to .96, 
surpassing the acceptable threshold of .70 (Nunnally, 1978). 

3.4.1. Pre-attitude feeling thermometer 
Participants were asked to evaluate a series of organizations, 

including The Washington Post and AIM, on a 100-point feeling ther
mometer scale in which “0” indicated the lowest possible evaluation and 
“100” the most positive. If the participant was not familiar with an or
ganization, they were told to select “have not heard of the organization,” 
which was later recoded as “50,” or “neither like nor dislike.” The use of 
a feeling thermometer is commonly used in political communication 
experimental design literature in order to avoid priming participants 
within the experiment (Warner & McKinney, 2013; Warner, McKinney, 
Bramlett, Jennings, & Funk, 2019). In general, both The Washington Post 
(M = 57.16, SD = 26.52) and AIM (M = 53.69, SD = 17.89) were 
perceived somewhat neutral and both of these pre-attitudes were used as 
covariates in analysis. 

3.4.2. Motivational threat 
In order to gauge if the pre-bunking manipulation was successful, 

individuals received four items on a seven-point Likert scale to measure 
their perceived motivational threat (Banas & Richards, 2017; Richards & 
Banas, 2018). The items included statements such as: “I want to defend 
my current attitudes about The Washington Post from an attack from 
Accuracy in Media (AIM)” and “I feel motivated to resist persuasive 
messages about alternative accounts regarding The Washington Post” (M 
= 5.36, SD = 1.76, a = .86). 

3.4.3. Perceived credibility 
Guided by McCroskey and Teven’s (1999) credibility scale, after 

receiving the stimuli participants were asked about their perceived 
credibility towards The Washington Post and AIM. The scale included 18 
bipolar statements including “I perceived this organization to be intel
ligent/unintelligent,” “This organization is concerned with me/is not 
concerned with me,” and “This organization is ethical/unethical” (The 
Washington Post: M = 4.50, SD = 1.35, a = .96; AIM: M = 3.91, SD =
1.25, a = .94). 

3.4.4. Account acceptance 
To measure individual’s acceptance of the messages published by 

The Washington Post, a three-item scale was adapted from Blumstein 
et al. (1974). Items were measured on a 7-point Likert scale ranging from 
(1) strongly disagree to (7) strongly agree and included items such as 
“After hearing The Washington Post’s statement to the situation, you 
react favorably to The Washington Post” and “You consider the statement 
by The Washington Post to be appropriate” (M = 4.65, SD = 1.36, a =
.92). 
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3.4.5. Attribution of crisis responsibility 
This concept refers to participants’ evaluation of the extent that The 

Washington Post was responsible for the situation (Coombs, 2007b). A 
five-item scale was adapted from Coombs and Holladay (2002) and 
Griffin, Babin and Darden (1992). It included a series of statements on a 
7-point Likert scale ranging from (1) strongly disagree to (7) strongly 
agree including “To what extent do you blame The Washington Post for 
what has happened?” and “To what extent did The Washington Post have 
power over the behaviors described?” (M = 4.59, SD = 1.53, a = .89). 

3.4.6. Post-crisis organizational reputation 
A four-item measure of organizational reputation, adapted from an 

existing reputation measure (Coombs & Holladay, 1996, 2002), was 
presented for participants to respond using a 7-point Likert scale ranging 
from (1) strongly disagree to (7) strongly agree. Items included “The 
Washington Post is concerned with the well-being of its publics” and 
“Under most circumstances, I would be likely to believe what The 
Washington Post says” (M = 4.47, SD = 5.77, a = .84). 

4. Results 

4.1. Preliminary analysis 

Prior to testing the hypotheses and research questions, an induction 
check was conducted to ensure that the manipulation of pre-bunking 
had the desired effects. Following the procedure set forth by Banas 
and Richards (2017), motivational threat was measured as a key 
mechanism of inoculation. An ANOVA was conducted to ensure that 
manipulations within the pre-bunking condition were successful, F(2, 
594)  = 4.05, p = .02, Power  = .72, η2 = .01. It was found that there 
were statistically significant differences between the conditions, with 
individuals in the pre-bunking condition (M = 5.47, SD = 1.69) having 
the highest levels of perceived motivational threat, followed by sup
portive condition (M = 5.36, SD = 1.74), and strategic silence (M = 4.84, 
SD = 1.92). Thus, the manipulation was deemed successful. 

4.2. Perceived credibility 

4.2.1. Perceived credibility of attacked organization 

Hypothesis 1a. proposed that the use of the pre-bunking strategy, as 
compared with the PR supportive or strategic silence proactive strate
gies, would significantly increase the attacked organization’s perceived 
credibility. An ANCOVA was conducted to determine if there were sig
nificant differences between the three conditions and the perceived 
credibility of The Washington Post, when controlling for pre-attitudes 
towards The Washington Post and AIM (Table 1). It was found that 
there were significant differences between the conditions, F(2, 592)  =
7.54, p < .001, Power = .94, η2  = .03. Pairwise comparisons conducted 
using the Bonferroni correction revealed that there were statistically 
significant differences between individuals who received strategic 
silence from The Washington Post (M = 4.09, SE = .12) compared to those 
who received a pre-bunking message (M = 4.62, SD = .07, p  < .001) 
and compared to those who received a PR supportive message (M  =
4.45, SD = .07, p = .03). Meaning that individuals who received the 

strategic silence strategy from The Washington Post had lower percep
tions of credibility towards The Washington Post than those who received 
either the pre-bunking or PR supportive message. There was not a sta
tistically significant difference between individuals who received the 
pre-bunking message and those who received the PR supportive message 
condition. Thus, H1a is partially supported. 

4.2.2. Perceived credibility of attacking organization 
H1b predicted that the pre-bunking strategy would significantly 

decrease perceptions of AIM’s credibility compared to the other proac
tive strategies. An ANCOVA was conducted to determine if there were 
significant differences between pre-bunking, PR supportive, and stra
tegic silence, towards perceived credibility of AIM when controlling for 
pre-attitudes (Table 1). It was found that there were significant differ
ences between the conditions, F(2, 592)  = 13.63, p < .001, Powe r =
1.00, η2  = .04. Pairwise comparisons conducted using the Bonferroni 
correction found that those who received a pre-bunking message from 
the The Washington Post had significantly weaker perceptions of AIM’s 
credibility (M = 3.55, SE = .08) than those who did not received a 
message (strategic silence) (M = 4.02, SE = .15, p = .02) and those who 
received the PR supportive message (M = 4.13, SE = .08, p < .001). 
There was not a statistically significant difference found between in
dividuals who received the PR supportive message and strategic silence 
(p = 1.00), meaning that individuals who received the pre-bunking 
treatment had the lowest perceived credibility of AIM compared to 
those who received the PR supportive message and strategic silence. 
Thus, H1b is supported. 

4.3. Attribution of crisis responsibility 

RQ1 investigated if the use of the pre-bunking strategy, as compared 
with the PR supportive or strategic silence strategies, would significantly 
decrease perceived crisis responsibility of the targeted organization. An 
ANCOVA found that there were significant differences between the 
conditions while controlling for pre-attitudes, F(2, 592)  = 6.51, p =
.002, Power = .91, η2 = .02. Pairwise comparisons conducted using the 
Bonferroni correction found that those who received a pre-bunking 
message from The Washington Post had statistically significantly 
weaker perceptions of crisis responsibility (M = 4.39, SE = .09) than 
those who received a PR supportive message (M = 4.81, SE = .09, p =
.002). There were no statistically significant differences between those 
who received strategic silence (M = 4.76, SE = .16) and those who 
received the pre-bunking strategy (p = .12) or PR supportive message (p   
= 1.00). Meaning that individuals who received a pre-bunking message 
perceived The Washington Post to be less responsible for the situation 
than those who received the PR supportive message. 

4.4. Account acceptance 

To examine RQ2 an ANCOVA was conducted to determine if the pre- 
bunking strategy, as compared with the PR supportive or strategic 
silence strategies, would significantly decrease perceived crisis re
sponsibility of the targeted organization. The analysis found that there 
were significant differences between the message treatments while 
controlling for pre-attitudes, F(2, 592)  = 7.78, p < .001, Power  = .95, 
η2 = .03 (Table 2). Pairwise comparisons of adjusted means using the 
Bonferroni correction found that individuals who received strategic 
silence had statistically significantly weaker levels of account accep
tance (M = 4.13, SE = 0.12) compared to those in the pre-bunking (M =
4.78, SE = .07, p < .001) and PR supportive conditions (M = 4.61, SE =
0.07, p = .02). There was not a statistically significant difference of 
adjusted means between the pre-bunking and PR supportive conditions 
(p = .31). Meaning that use of both the pre-bunking or PR supportive 
strategies can increase account acceptance when compared to strategic 
silence. 

Table 1 
ANCOVA Comparative Summary Of Effects Of Proactive Message Strategy on 
Perceived Credibility.    

The Washington Post AIM 
Condition n M (SE) M (SE) 

Pre-bunking 264 4.62 (.06)a 3.55 (.08)cd 

PR Supportive 255 4.45 (.07)b 4.13 (.08)c 

Strategic Silence 78 4.09 (.12)ab 4.02 (.15)d 

Note. Shared subscripts represent statistically significant differences: a,c = p < .001; 
b,d < .05. 
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4.5. Attacked organization’s organizational reputation 

Lastly, RQ3 stated that the perceived organizational reputation of the 
attacked organization would be significantly higher post-astroturf attack 
when pre-bunking was used compared to the other proactive strategies. 
An ANCOVA controlling for pre-attitudes found that there were signif
icant differences between the message treatments, F(2, 592)  = 3.51, 
p = .04, Power = .62, η2 = .01 (Table 2). Pairwise comparisons of 
adjusted means using the Bonferroni correction found that individuals 
who received the pre-bunking treatment (M = 4.56, SE = .07) had sta
tistically significantly higher adjusted means than those who received 
strategic silence (M = 4.21, SE = .12, p = .03). While those who received 
the pre-bunking message had higher organizational reputation scores 
than those who received the PR supportive strategy, the difference was 
not statistically significant (M = 4.45, SE = . 07, p = .73). In addition, the 
PR supportive strategy did not differ significantly from strategic silence 
(p = .25). Meaning that both the pre-bunking and PR supportive stra
tegies provided stronger reputation protection against the astroturf 
attack than the strategic silence strategy. 

5. Discussion 

The primary goal of this research endeavor was to identify proactive 
communication strategies that can assist communication practitioners 
facing paracrises, specifically repetitive or anticipated disinformation- 
based astroturfing campaigns. By integrating recently examined inter
disciplinary theories, such as misinformation debunking and correcting 
(e.g., Jin et al., 2020; van der Meer & Jin, 2020), strategic silence (e.g., 
Le et al., 2018), inoculation (e.g. Braddock, 2019; Wan & Pfau, 2004), 
and paracrisis outcomes from SCCT (Coombs, 2019), this study presents 
an innovative proactive public relations framework connecting key 
strategies and their roles in the fight against disinformation crises. By 
testing the three strategies extended from prior proactive communica
tion literature, the current study is the first step in testing a proposed 
conceptual framework to provide both researchers and practitioners 
guidance on what type of strategy should be initiated. In addition, this 
research study sought to empirically test the use of inoculation theory 
within the context of a paracrisis to situate it within the framework. 

In the post-truth era, the spread of disinformation has become a 
systemic societal concern. While the creation and dissemination of 
disinformation is not new, the use of social media has provided a new 
breeding ground, and communication frameworks must evolve to un
derstand this phenomenon (Mills & Robson, 2019). Whether it is true or 
false, the normalization and acceptance of information on digital media 
has changed how individuals consume content (Mills & Robson, 2019). 
Simultaneously, the digital media landscape continues to shift how 
communication efforts are initiated to protect organizational assets 
post-crisis by requiring shortened reaction times and more positive in
teractions with audiences online (Cheng, 2018). These constant shifts 
within the crisis communication and digital media landscapes require 
researchers to continue providing empirically supported, theoretically 
driven strategies for practitioners to use against challenges they face in 

the industry. 
Within the public relations practice, intentionally creating and 

spreading disinformation via astroturfing crosses an ethical boundary. 
However, it is a practice that has increasingly become prominent 
throughout the political and nonprofit sectors, as tensions rise through 
conflicting and competing interests. Examining how organizations can 
respond to disinformation attacks not only provides evidence that ben
efits outcomes such as organizational reputation, it also provides a 
better understanding of how to thwart the persuasiveness of disinfor
mation. Specifically, as social media outlets such as Twitter begin to 
initiate pre-bunking strategies to disengage users from believing disin
formation, it is important to empirically test these strategies to enhance 
effectiveness. 

Our initial empirical evidence supports the idea that organizations 
should proactively communicate with PR supportive or pre-bunking 
strategies when they are able to foresee astroturf attacks, providing 
support against previously suggested literature suggesting that no 
response may be warranted when faced with a paracrisis (Coombs, 
2019). Use of these two strategies has been met with competing infor
mation that finds pre-bunking may or may not provide equal protection 
compared to PR supportive messages (see Ivanov, Pfau, & Parker, 2009; 
Wan & Pfua, 2004). This study found that while there were not statis
tically significant differences present for all outcome variables, 
pre-bunking did outperform the PR supportive strategy when looking at 
credibility and crisis responsibility. These findings are consistent with 
prior research that studied the effectiveness of pre-bunking on accusa
tions (Einwiller & Johar, 2013). The following sections will delve into 
discussion revolving around the effect of proactive message strategies on 
individual outcome variables. 

With the goal of weaving in proactive communication into paracrisis 
response literature, the findings contribute to the knowledge of effective 
strategies to combat the emerging, and seemingly indefensible, astroturf 
attacks. This research offers practitioners with advice that emphasizes 
the use of proactive strategies, while also building upon well-developed 
crisis communication literature by empirically testing paracrisis re
sponses. The main contribution of the present study is the effectiveness 
of proactive messaging, specifically the utility of using pre-bunking to 
prepare for an astroturf-based attack. If a circumstance allows, pre- 
bunking is an effective way to expose the nature of astroturfing and 
preserve integrity. The traditional PR supportive messaging, such as 
emphasizing the mission of the organization in a positive light, is also 
more beneficial than silence, which, prior to this study, could have been 
thought to construe patience, control, or protection against liability 
(Claeys & Opgenhaffen, 2016; Le et al., 2018; Smith, 2013). Although 
not recognizing a rumor with messaging may sound like an appealing 
and effortless way to dissolve a situation, organizations face a real threat 
and this study provides empirical evidence that shows how organiza
tional reputation suffers. As it can be anticipated that paracrises will rise 
with the use and reliance on online information, this research offers 
guidance to practitioners and future directions for research invested in 
the unique threats posed by astroturf attacks. The proposed conceptual 
framework provides a way to effectively assess and respond to disin
formation while promoting positive post-attack outcomes. 

5.1. Crisis outcomes 

Our findings highlight the role of proactive organizational messaging 
to thwart negative crisis outcomes from astroturf attacks, which is 
indicated by weakening effects on 1) credibility, 2) attribution of re
sponsibility, 3) account acceptance, and 4) organizational reputation. In 
addition, this study extends findings from SCCT by examining the 
effectiveness of proactive communication strategies to overcome disin
formation in regards to commonly examined reactive crisis communi
cation outcome variables of account acceptance, attribution of 
responsibility, and organizational reputation. 

As a conceptual framework, credibility refers to the believability that 

Table 2 
ANCOVA Comparative Summary of Effects of the Proactive Disinformation 
Communication Strategies.    

Crisis 
Responsibility 

Account 
Acceptance 

Reputation 

Condition n M (SE) M (SE) M (SE) 

Pre-bunking 264 4.39 (.09)c 4.77 (0.07)a 4.56 
(0.07)d 

PR Supportive 255 4.81 (.09)c 4.61 (0.07)b 4.45 (0.07) 
Strategic 

Silence 
78 4.76 (.16) 4.22 (0.12)ab 4.21 

(0.12)d 

Shared subscripts represent statistically significant differences: a = p < .001, c =
p < .01, b,d,e = p < .05. 
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an individual receiving a message assigns to the source’s expertise and 
trustworthiness. There has been a plethora of support from previous 
research that when a source is found to be credible, persuasion and 
motivation can be increased (e.g., Eagly, Wood, & Chaiken, 1978; 
Metzger et al., 2003). This study sought to examine if there was a pro
active strategy that could be used in order to protect The Washington 
Post’s perceived credibility from being tarnished from the astroturf 
attack, while also diminishing the attackers credibility. Results found 
that the pre-bunking and PR supportive strategies protected The Wash
ington Post’s credibility. While not statistically significantly different 
from PR supportive, the mean scores for pre-bunking outperformed the 
other strategies. Strategic silence, a strategy promoted within paracrisis 
literature, lead to the lowest credibility score. When examining the 
performance of the proactive strategies when it came to tarnishing AIM’s 
perceived credibility, individuals who received the pre-bunking message 
statistically significantly outperformed those who received the PR sup
portive or strategic silence. Findings show pre-bunking is a valuable and 
worthwhile endeavor, as having the ability to lower an attacker’s 
credibility could make the astroturfing message less persuasive. 

A key element of post-crisis communication research has been 
examining the effects of reactive response strategies on crisis re
sponsibility. As such, crisis responsibility was tested to determine how 
proactive responses can affect the way stakeholders perceived the crisis 
situation to be in the control of The Washington Post. Results indicated 
that use of pre-bunking provided significantly stronger protection than 
that of the PR supportive strategy. The use of PR supportive messaging 
induced the highest levels of perceived responsibility. That could be due 
to individuals perceiving the organization to be bolstering its own self- 
interests by using the tactic, as stakeholders are known to discount 
organizational attempts to defend themselves when the defender is 
perceived as self-serving (Lauzen, 2016; Baumeister & Scher, 1988; 
Vanhamme & Grobben, 2008). 

The success of a crisis response first depends on if the message is 
accepted by the audience. When account acceptance is high, such as it 
was with pre-bunking, the response is perceived appropriate (Coombs & 
Holladay, 2008). The low account acceptance of strategic silence illus
trates that not responding was not sufficient in addressing the paracrisis. 
To combat an astroturf attack by gaining stakeholder acceptance of a 
response, organizations must provide a response, rather than strategic 
silence. By specifically utilizing a pre-bunking strategy the organiza
tion’s message was more effective in achieving account acceptance. The 
significant differences between conditions and the positive increase in 
acceptance with pre-bunking show the importance of preparing for 
anticipated attacks and providing a response, rather than disregarding 
it, hoping it becomes irrelevant. 

With high levels of account acceptance for proactive messaging, the 
organization’s reputation also improved. Pre-bunking proved to be an 
important strategy when combating astroturf attacks, showing that this 
approach restored reputation the most. PR supportive messaging was 
also more beneficial than strategic silence. This reiterates that providing 
a response and preparing messaging prior to onset, if an attack can be 
anticipated, is critical. It is known that paracrises can pose reputational 
threats and this experimental study confirms this, but also shows how 
the proposed framework can protect reputation (Coombs, 2007b, 2019). 
While not responding to an attack may sound appealing, as to not give 
attention to the attacking organization, these findings show that silence 
is least effective at combating the message and leads to detrimental 
outcomes. Proactive messaging does not give the credit to the attacker, 
but instead leads to more message acceptance and organizational 
reputation. 

5.2. Implications for practice 

The proposed conceptual framework of proactive responses for 
disinformation provides actionable steps and communication strategies 
that practitioners can take when faced with a disinformation-based 

paracrisis on social media. Currently, literature regarding paracrises 
suggests that practitioners can choose not to respond to a paracrisis 
(Coombs, 2019). However, findings from this study demonstrate that 
when faced with an astroturf or disinformation-based attack, practi
tioners should actively try to communicate with stakeholders either with 
a supportive public relations message, or, ideally, by using pre-bunking 
messaging to forewarn stakeholders of an attack. In order to forewarn, 
practitioners must stay vigilant in environmental scanning, looking for 
potential warning signs of a crisis online. Identifying threats allows 
proactive communication to serve as a buffer before the crisis, even if 
exact information within the disinformation attack is not known. This 
idea is supported by previously published inoculation literature which 
suggests that explicit information about an attack is not needed within 
the proactive communication due to inoculation providing an umbrella 
effect (Compton, Jackson, & Dimmock, 2016). Pre-bunking is an effec
tive proactive strategy that outperformed the other strategies, although 
PR supportive and pre-bunking messaging did not always statistically 
differ. With these preliminary findings in mind, practitioners may want 
to interweave forewarning information and counterarguing points about 
an impending attack within their PR supportive messaging when 
possible. 

5.3. Limitations and future research direction 

This study has several limitations to be addressed by future research. 
First, the stimuli in this study presented a real astroturf attack from AIM 
against The Washington Post. Limitations worth discussion involve the 
familiarity participants may have with these organizations and its effect 
on how they perceived the situation. One attempt to control for this is 
through the pre-feeling thermometer which showed that the average 
perception of the organizations were generally neutral in nature and 
used as covariates in analysis. Secondly, as astroturf campaigns gain 
momentum in all facets of communication, such as social media and 
political communication, research is needed to further understand how 
to effectively prepare and respond to attacks and explore other in
dustries and platforms affected to validate the generalizability of these 
results. Additionally, this study only collected data from participants on 
MTurk located within the United States. Future research may explore 
how cultural contexts influence attitudinal perceptions of disinforma
tion of individuals not represented on MTurk or cross-culturally. Lastly, 
the stimuli were presented in a condensed time frame, reducing the 
ecological validity of the experiment. In reality, the astroturf response 
and attack process is lengthened, and organizations are assured that 
stakeholders will be exposed to proactive messaging, which is an 
essential part of this process. A possible direction for future research is to 
investigate how the timed release of messages factor into perceptions 
with a longitudinal study, such as Einwiller and Johar’s (2013) 10-day 
period between inoculation and an accusation. 

Future research should expand on other variables that could poten
tially impact an organization, such as behavior intentions and value- 
relevant involvement. Einwiller and Johar (2013) found 
value-relevant involvement to explain effects as participants’ identifi
cation with a company moderated inoculation effectiveness. In the 
present study, attention checks were utilized to identify how closely 
respondents were paying attention. While data with misidentified 
attention checks were removed, future research may examine levels of 
involvement, or “the importance or salience of an attitude object for a 
receiver” (Pfau et al., 1997, p. 190), to assess if and how involvement 
impacts the motivation to process an inoculation message. 

The present study exposes the meaning and intent of astroturfing 
while placing the organization in a favorable light. With the emerging 
changes in the intensity, scope, and nature of crises, the proposed pro
active response for disinformation framework extends the best efforts to 
combat astroturf attacks. Findings suggest that using pre-bunking or PR 
supportive messaging could help organizations overcome potential 
damage from astroturf attacks. A promising line of future research is to 
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continue building upon this proactive communication framework to 
determine if different crisis circumstances and response strategies in
crease or decrease proactive effects. 
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Appendix A 

Stimuli  

PROACTIVE MESSAGE STIMULI 
Inoculation  

We know people want to see accurate information at the Washington Post – and so do we. 
False information from groups like Accuracy in Media is harmful to our community and it makes the world less informed. It’s not a new concept, and 

we all have a responsibility to do our part in addressing it. 
Accuracy in Media is a shell organization. It was created in 1969 as a conservative news media watchdog to promote accuracy, fairness, and balance 

in news reporting. However, Accuracy in Media has been shown to betray its mission by showing one-sidedness and keeping its donor-base of poli
ticians and corporations anonymous. Accuracy in Media attacks organizations through astroturfing campaigns. ‘Astroturfing’ refers to a campaign that 
is meant to look like a publicly supported movement to shape public opinion. However, it comes from an outside organization that does not reveal its 
true motivations or funding. 

The Accuracy in Media headlines being spread online tells viewers that the Washington Post has politically motivated bias and is unethical. For 
example, you may see claims that we hold double standards for politicians or that we are in a downward spiral trying to cover scandals and flawed 
reporting. 

What these headlines do not tell you is that we specialize in national politics and have developed a reputation as one of America’s leading political 
journalism institutions. At the Washington Post, our mission and values guide the work we do every day. Our award-winning journalists have covered 
Washington and the world with daily news since 1877. As of 2012, we are the eighth-largest newspaper in the United States and its second-largest 
newspaper website as of 2011. 

Regardless of false information the organization Accuracy in Media provides through its misleading campaign, no newspaper outlet strives for the 
relentless coverage of important affairs in the U.S. and the world as the Washington Post does.   

PR Support (no inoculation)  

Our mission is simple: To tell the truth as nearly as the truth may be discovered. This mission is rooted in our belief that democracy dies in the 
darkness. We strive to tell all the truth so far as we can learn it, concerning the important affairs of America and the world. 

At the Washington Post, our mission and values guide the work we do every day. Our award-winning journalists have covered Washington and the 
world with daily news since 1877. As of 2012, we are the eighth-largest newspaper in the United States and its second-largest newspaper website as of 
2011. 

We specialize in national politics and have developed a reputation as one of America’s leading political journalism institutions, particularly since 
our coverage of the Watergate scandal in the 1970s. We are proud to have won more than 50 Pulitzer Prizes and numerous other prestigious journalism 
awards since then. 

Thank you for supporting great journalists. We rely on readers like you to uphold a free press.   

ASTROTURFING STIMULI  

(Adapted from Accuracy in Media headlines) 

C.D. Boman and E.J. Schneider                                                                                                                                                                                                             
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