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ABSTRACT
The theoretically-driven inoculation strategy has increasingly become used to counter disinformation regarding pivotal societal issues such as COVID-19 and climate change. The current study examines its ability to cultivate psychological reactance toward unethical public relations attacks called astroturf, ultimately making the disinformation less persuasive. To do so, a between-subjects online experiment (N = 534) was conducted. Results show: 1) the use of inoculation messages outperforms the often-recommended paracrisis no response strategy, 2) combining inoculation with explicit details and autonomy support can elicit reactance toward disinformation, and 3) the use of this strategy can influence attitudes and future behavioral intentions to engage with the attacked organization. Guidance and implications for increasing the development of proactive PR messages within research and practice are discussed.

Introduction
The counter-persuasive strategy of inoculation has been increasingly initiated throughout communication efforts in hopes of preemptively countering false information about societal hot topics such as climate change (e.g., Maertens et al., 2020), combatting COVID-19 (mis/dis)information (e.g., Van der Linden et al., 2020), and fake news (e.g., Roozenbeek and van der Linden, 2019; Roozenbeek & van der Linden, 2020). Inoculation has been empirically tested and applied to a wide variety of topics, with its application within the field of public relations ample as it can be strategically used to protect, shape, or defend attitudes (Ivanov et al., 2020). The theory’s applicability within public relations has been highlighted due to its acknowledgment of the importance of campaigns to support an audience’s ability to think through decisions critically (Compton, Wigley, et al., 2021). As such, ongoing research is needed to examine how the theoretically-driven strategy of using forewarning and counter-argument mechanisms within a message can continue to be harnessed in public relations to counter prominent issues such as disinformation.

While disinformation has been widely discussed recently, knowingly sharing manipulated information for organizational or political gain through what is known as astroturf can be traced back to at least the early 20th century (Leiser, 2016). One of the first documentations of this specific form of disinformation was a social movement that attempted to sway community members to use cheaper renewable paper cups instead of tin cups to dip into well buckets to limit the spread of disease (Leiser, 2016). However, it was never disclosed that the founder of the campaign was the Public Cup Vendor Company, later renamed the Dixie Cup Company (Leiser, 2016). Astroturf has since become a tactic commonly used for political and corporate gain. Studying the consequences stemming from the persuasive effects of disinformation-based astroturf campaigns is essential for two reasons.
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First, as a public relations tactic, the practice of sharing disinformation has been largely left out of mainstream conversations regarding societal issues (Edwards, 2021). Instead, conversations have circled the responsibility of social media platforms, media organizations, and media literacy education to decrease fake news (Edwards, 2021). However, the topic is relevant to PR in several ways, including the industry’s continual use of the unethical tactic of disinformation-based astroturf campaigns and how PR professionals respond to these crisis-inducing campaigns when their organizations or clients come under attack. Astroturfing, which falls under the umbrella of a stealth campaign, provides a unique issue as it presents itself as a grassroots campaign supported by an individual’s peers or members of the general public (Franziska et al., 2021). However, as the name suggests, it is not organically grown and is considered “fake grassroots” produced by shell organizations, usually for political or organizational gain. This can be particularly troubling for organizations on the receiving end of an astroturf attack. It has been found that stealth campaigns led by corporate-front groups, similar to astroturf, are effective at eroding public attitudes toward the issues in question (Pfau et al., 2007). However, initial evidence suggests that stealth campaigns could be challenged and made less persuasive by revealing the campaign’s intent prior to exposure and post-exposure (Pfau et al., 2007).

Secondly, there is a need to further examine how organizations can proactively work to overcome the damage that a PR disinformation attack can ensue. One such way is to cultivate resistance to the persuasive attempts within the attack. Notably, C. H. Miller et al. (2013) found success when examining how inoculation messages used prior to attacks sponsored by stealth groups can influence resistance through the mechanisms of psychological reactance to increase anger and negative cognitions. The researchers examined how inoculation can induce reactance to thwart persuasive attempts, whereas much of the reactance literature focuses on reducing the motivational response. To do so, the researchers tested the effectiveness of inoculation messages to combat this issue and introduced the idea of varying intensity and controlling language to increase its potency. It was found that combining the mechanisms of inoculation with psychological reactance outperformed not providing a message and using a traditional inoculation message (C. H. Miller et al., 2013). This finding suggests that the success of traditional inoculation messages found throughout persuasion literature can be boosted through manipulating message language control.

Thus, extending upon the previous successes of using inoculation to prebunk disinformation shared by disingenuous front groups, this study looked to increase the potency of inoculation messages to influence cognitive and affective responses. To do so, autonomy support and explicit details were infused into inoculation messages to aid in the cultivation of resistance to persuasive disinformation attacks. An online quasi-experimental design was used to examine how inoculation message strategies can increase the level of psychological reactance individuals experience from receiving disinformation. Moreso, the mitigating effects of reactance toward the disinformation were investigated through structural equation modeling to determine how it influences attitudes and behavioral intentions toward the attacked organization after receiving countering information. By doing so, the current investigation provides additional clarity into not only the effect astroturf has on individual outcomes such as attitudes and psychological reactance, but also how optimizing inoculation messages can influence future behavioral intentions to engage with an attacked organization.

**Literature review**

**Crises stemming from disinformation attacks**

Disinformation at its most abstract level can be “understood as [i]naccurate or manipulated information/content that is spread intentionally” (Weedon et al., 2017, p. 5). Under this umbrella term is astroturf, where a message’s origins and intention are unknown (Leiser, 2016). The practice of astroturfing has two main characteristics. The first is that it involves the use of deception to disguise the true origins behind the campaign, and second, it lacks transparency, which hides the identity of the campaign’s backers (Leiser, 2016). Such tactics fall under issue advocacy, a form of corporate
communication intended to influence public policy to protect an organization. Astroturf campaigns focus on values that resonate with a broad base and anticipate that receivers will not be motivated to question the message or intent (Pfau et al., 2007).

What sets the practice of astroturf apart from other persuasion-based tactics, including grassroots campaigns, is the motivation behind the content. It gives a false impression of public support for or against a specific topic, which serves an agenda (Farkas, 2018). The intention behind corporate astroturf-based messages can be seen as wanting to attack a rival company instead of promoting one’s product. The practice can include many approaches, including company-employed bloggers posting product reviews intended to be seen as unbiased, pay-for-play deals, and advertisements that redirect to corporate-written pages. In these cases, the act can be a tactic to counter negative attention toward a brand.

When classifying a disininformation-based astroturf attack within crisis communication literature, the attacks are considered an advanced form of a paracrisis (Boman & Schneider, 2021). This attack type falls under the umbrella of a paracrisis because it is “a publicly visible crisis threat that charges an organization with irresponsible or unethical behavior” (Coombs & Holladay, 2012, p. 409). An example is the ongoing campaigns a shell organization called Humane Watch produces against the Humane Society of the United States (HSUS). The ads, many of which include a cute talking dog, are meant to pull at heartstrings while making the viewer feel unintelligent for wanting to support HSUS and call for viewers to shop at local adoption agencies (Humane Watch, 2013). However, when researching Humane Watch, it becomes apparent that it is a shell company for the Center for Consumer Freedom (CCF), founded by a Washington D.C. millionaire (Slattery, 2015). CCF frequently attacks organizations that have spoken out against large corporations. The organization dissuades individuals from adopting from the HSUS because it has advocated against practices that benefit the CCF, such as inhumane animal treatment.

**Using inoculation theory to create resistance**

Studies examining inoculation have found that resistance to persuasive attacks can occur when individuals become aware of their vulnerabilities. Inoculation theory is based on a biological metaphor which suggests that an individual’s beliefs and attitudes can be protected against persuasive attacks in the same way that one’s body can be protected against attacks by viruses (e.g., Banas & Rains, 2010; Banas & Richards, 2017; Ivanov et al., 2016). Often referred to as the “grandparent theory of resistance to attitude change” (Eagly & Chaiken, 1993, p. 561), inoculation theory puts forth that an individual who is presented with or inoculated with a forewarning message about an attack will be less affected by the persuasive attempt (McGuire, 1961). This is similar to the basis of a conventional vaccination in that resistance to more robust challenges can occur after pre-exposure to a weakened challenge (Compton, van der Linden, et al., 2021; McGuire, 1964).

Rather than trying to persuade an individual, attitudinal-based inoculation strategies use two-sided messages to create resistance to persuasion (Banas & Rains, 2010). To do so, it relies on two mechanisms, threat and counter-arguing (Banas & Richards, 2017). These mechanisms use two elements: 1) a forewarning of future attack to elicit threat and 2) preemptive refutation (or prebunking) to counter-argue future persuasive attacks (McGuire, 1964). The act of including a counter-argument provides individuals with both materials and guidance to use in defense against future attacks. Attitudes are protected from future threats due to threat motivating counter-arguing in response to receiving an attack message (McGuire, 1964).

While the effectiveness of attitudinal inoculation has been replicated throughout literature, there is ongoing research to strengthen its use. For instance, recent efforts have clarified the role of prior attitudes by differentiating between prophylactic and therapeutic inoculation (Compton, 2020). Departing from traditional prophylactic inoculation, where individuals hold the desired attitude, therapeutic inoculation is being explored. Therapeutic inoculation can be applied to individuals who already hold an initial attitude or belief that runs counter to the inoculation message (Ivanov
et al., 2017; Wood, 2007). Simply, the individual is already infected and given a therapeutic inoculation treatment (Compton, 2020). While initial results have shown that inoculation works on individual’s holding neutral or negative attitudes (Wood, 2007; Ivanov et al., 2017), it has been questioned on whether effects are from inoculation mechanisms. Instead, it is suggested that motivational threat may better capture the process of message rejection (Ivanov et al., 2022). The researchers hypothesized that instead of engaging in counter-arguing, those with neutral or negative attitudes would dismiss the attack message altogether. Therapeutic inoculation seems of particular interest to crisis communication as an organization experiencing a disinformation-based crisis attack has little control over who has or has not been infected by the attack message. Within a crisis circumstance, an ideal message would be able to “create resistance in individuals who hold the ‘right’ attitude and at the same time persuade those with neutral and opposed positions to move in the ‘right’ attitudinal direction” (Compton & Ivanov, 2013, p. 276).

**Inoculating individuals from persuasive attacks**

As stated previously, a disinformation-based astroturf attack is considered a paracrisis threat due to stakeholders making public claims that an organization is acting irresponsibly (Coombs, 2019). A paracrisis requires an organization to manage the risk publicly with the potential for the situation to escalate to a crisis (Coombs & Holladay, 2012). Since it is a threat and has not yet developed into a crisis, actions to mitigate potential damages emerge at the start of a crisis life cycle within the prevention stage.

While it is impossible for those charged with overseeing issue management to forecast all future crises, it is possible to identify potential vulnerabilities during the pre-crisis phase. To do so, an organization uses the warning signs from signal detection to target and communicate about situations prior to them becoming a crisis (Coombs, 2019). According to Coombs (2019), the pre-crisis stage is where crisis managers conduct environmental scanning to gauge what crises are most likely to occur and their impact. Stemming from this phase is the potential to design proactive messaging (Compton, Wigley, et al., 2021). Proactive strategies such as stealing thunder and inoculation theory have been noted as potential proactive strategies to deploy (Compton, Wigley, et al., 2021).

In particular, the strategy of inoculating stakeholders has been found of benefit when examining crisis outcomes such as organizational credibility, reputation, attitudes, and behavioral intentions (Boman & Schneider, 2021; Einwiller & Johar, 2013; Wan & Pfau, 2004; Wigley & Pfau, 2010). One example of inoculation being applied to pre-crisis communication is a study showing inoculation-based messages may be useful in enhancing the public’s belief that government protective agencies can prevent and minimize the effects of politically motivated acts of violence (Ivanov et al., 2016). Efforts have also been made to explore the concern that inoculation could cause further damage to an organization if a crisis does not come to fruition after an individual is forewarned (Dillingham & Ivanov, 2015; Wigley & Pfau, 2010). For example, Wigley and Pfau (2010) found that inoculation slightly enhanced the organization’s image even when a crisis did not occur.

While over the last 50 years, there has been an abundance of literature showcasing the efficacy of inoculation (see Compton, van der Linden, et al., 2021; Compton, Wigley, et al., 2021; Ivanov et al., 2018; Pfau et al., 2007; Wan & Pfau, 2004), Compton (2020) called for ongoing research to examine critical issues facing society. One such area of interest is enhancing inoculation content further to confer resistance to potential persuasive effects of information that may arise from a disinformation-based paracrisis.

**Psychological reactance theory in public relations**

Psychological reactance theory (PRT) theorizes that reactance is activated when freedom, choice, or autonomic behavior is threatened or eliminated (J. Brehm, 1966). This motivates individuals to restore their threatened freedom (S. S. Brehm & Brehm, 1981). The theory is comprised of four components:
freedom, threat to freedom, reactance, and restoration of freedom. Freedom in PRT refers to concrete behavioral realities, including actions, emotions, and attitudes. However, anything that makes it more difficult for an individual to engage in a free behavior is called a threat to freedom (J. Brehm, 1966; S. S. Brehm & Brehm, 1981). Threat to freedom is the attempt to shape, reinforce, or change responses and can be perceived as threatening individuals’ freedom to make their preferred decisions (R. L. Miller, 1976; Shen, 2015). When an individual’s freedom is threatened, reactance occurs as the “motivational state” (S. S. Brehm & Brehm, 1981, p. 37) that makes people act to reestablish their freedom (i.e., restoration of freedom) (Quick, 2013). To restore freedom, individuals may engage in the forbidden behavior, increase favorable attitude toward the threatened choice, derogate the source of threat, or gain different freedom to restore the feeling of control (Quick, 2013). It has been shown throughout reactance literature that this motivational state can aid individuals in overcoming persuasive attempts (C. H. Miller et al., 2013).

Researchers continue to test and improve how PRT mechanisms are measured (Rosenberg & Siegel, 2018). Over the years, research has introduced several models operationalizing reactance as solely negative cognitions (single process cognitive model); solely anger (single process affective model); both anger and negative cognitions (dual-process model); anger as the proximal antecedent to negative cognitions (two-step linear process model); and anger and negative cognitions (intertwined model) (Reynolds-Tylus et al., 2020). While multiple models are supported, studies spanning a vast range of topics have suggested that the intertwined model has the best fit (e.g., Clayton et al., 2019; Quick et al., 2015).

Research has shown that antecedents of psychological reactance can influence attitudinal and behavioral outcomes such as perceived levels of autonomy (Youn & Kim, 2019), fight or flight responses (Clayton et al., 2019), influencing health behaviors (H. Kim et al., 2021), adoption of technologies (Feng et al., 2019), and resistance to persuasion (Akhtar et al., 2020). For example, psychological reactance has been applied to crisis communication to examine how publics may view tactics within crisis responses (Xu & Wu, 2017). It has been suggested that using explicitly persuasive messages may make message receivers feel they have a decreased ability to form their judgments, which triggers reactance. Research has shown that to restore freedoms threatened individuals may be motivated to reject the message, take the opposite action or attitude suggested, or derogate the source (C. H. Miller et al., 2020).

The causation between attitude and behavioral intention has been well-established in previous studies stemming from theories of reasoned action and planned behavior (Ajzen, 1988, 2001; Fishbein & Ajzen, 2011). Findings suggest that an individual’s intention or readiness to perform a behavior is formed by their “attitude toward the behavior, perceived norm, and perception of behavioral control” (Fishbein & Ajzen, 2011, p. 21). Dillard and Shen (2005) tested this relationship when examining message effects on flossing and drinking behavior. The researchers found a relationship between attitudes and behaviors when applied to flossing. However, no relations were found in the context of binge drinking. Researchers hypothesized that these inconsistent results could be caused by differing behavioral types (i.e., flossing being planned behavior generated by attitudes, drinking being unplanned behavior influenced by social norms and commercial promotions of binge drinking). Given these mixed findings, it is necessary to replicate the examination of the relationship between attitudes and behavioral intentions when applied to the topic of disinformation and engaging with an attacked organization. Thus, this study hypothesized:

**Hypothesis 1a-b:** Enhanced psychological reactance will confer resistance toward the influence of the attack video, which will be positively related to a) more favorable attitudes toward the attacked organization, which will, in turn, be b) positively associated with desired behavioral intentions toward the attacked organization.

**Generating reactance through inoculation**

Research suggests that psychological reactance may be one mechanism that allows inoculation messages to successfully provide resistance to persuasion through eliciting anger and negative
cognitions (e.g., counter-arguing) toward the reactance-generating messages (C. H. Miller et al., 2013). Since inoculation messages contain forewarnings of future threats to an individual’s beliefs and attitudes, it may prime psychological reactance in response to those anticipated threats. Both anger and counter-arguing, two prime mechanisms induced through inoculation, are also present in reactance (Dillard & Shen, 2005; S. Kim, 2013). These intertwined feelings presented through inoculation should enhance the ability of a message to “motivate the counter-arguing processes thought to occur between inoculation and attack” (C. H. Miller et al., 2013, p. 131). Since the forewarning within the inoculation message highlights the potential for an individual’s freedom to be threatened, there should be higher motivation to restore these freedoms by rejecting the persuasive attack. When reactance is triggered, the interaction of these mechanisms has been found to increase resistance toward the attack message source, enhance counter-arguing, and lead to increased levels of resistance toward a persuasive effort (C. H. Miller et al., 2013).

Much of PRT literature has focused on enhancing reactance to diminish or eliminate resistance to a persuasive effort, while the effort to elicit resistance has received less attention (Reynolds-Tylus, 2019). However, several studies have examined how this strategy can successfully cultivate reactance to aid an individual in retaliating against future threats (e.g., Braddock, 2019; C. H. Miller et al., 2013). With this in mind, inoculation messages targeting future astroturf attacks may aid in inducing reactance toward the astroturf by producing counter-arguing and anger in response to the attack. Thus:

**Hypothesis 2a-b:** Individuals who receive an inoculation message will experience higher levels of a) anger and b) counter-arguing toward the astroturf attack video than individuals who did not receive an inoculation message.

**Enhancing inoculation efficacy in thwarting persuasiveness**

While the success of using inoculation to prebunk information has been well tested (for metanalysis see Banas & Rains, 2010), there is an ongoing need to continue enhancing its efficacy (C. H. Miller et al., 2007, 2013; Pfau et al., 2007). Two strategies previously used throughout psychological reactance literature are the level of control and explicitness. For example, C. H. Miller et al. (2013) examined the influence of autonomy controlling language within inoculation messages on attitude change and credibility. It was found that reactance-enhanced, messages eliciting higher control, resulted in lesser attitude change. The current study works to further this finding by exploring how psychological reactance can make inoculation treatments more effective by combining autonomy support and explicit detail.

The self-determination theory (SDT) theoretical framework was used to explore this topic, which addresses when people will be internally motivated to engage in a behavior (Ryan & Deci, 2017). It has been suggested that SDT could be used to further understand how reactance motivation is connected to autonomy need (Leander et al., 2016). Autonomy-supportive communication is perceived as legitimate, less threatening, and less demotivating. Autonomy support-based messaging includes providing meaningful choices, acknowledging potential anxieties, and providing strategies that allow a person to actively explore options. There is autonomy support when all three items are met within a message. This strategy has previously been presented within inoculation-based messages in what is referred to as restoration postscripts. These are brief statements at the end of a message that emphasize to the message recipient that the decision to comply with the message recommendations is their choice (Bessarabova et al., 2017; C. H. Miller et al., 2007). For instance, Bessarabova et al. (2017) examined postscript messaging regarding high-threat and low-threat messages regarding recycling. The researchers found that individuals who received the postscript within the high-threat message had increased intentions to recycle. When the postscripts followed a low-threat message, no significant differences were found. The current
The current study works to include such messaging throughout the inoculation message to explore if including support outside of a postscript is warranted.

To enhance the autonomy supportive messaging, it was also of interest to the current study to infuse the messages with explicit details. Within inoculation literature, previous studies have examined the effectiveness of stating the future threat through implicit and explicitly-based inoculation messages (e.g., Compton & Ivanov, 2012). An implicit forewarning message is included in the refutational preemption component of the inoculation message. On the other hand, an explicit forewarning message contains concrete information that states that a future attack on an individual’s beliefs is not only possible but a forthcoming threat (McGuire, 1964). To provide explicit details in the current study, content was provided regarding what astroturf is, along with the motivation of the shell organization behind the campaign. The goal of this strategy was to provide source derogation, which has been found to be successful at reducing persuasive effects (Tannenbaum & Norris, 1965). According to C. H. Miller et al. (2020), when threats or sources are perceived as illegitimate, it provokes reactant responses that are highly arousing. The current study provided explicit details to enhance the information individuals could use to counter-argue against the astroturf video and deem it illegitimate.

As such, this study extends upon previous research examining the solo effects of autonomy support and explicit details on outcomes such as psychological reactance by examining the combined effects of these strategies. By doing so, the goal is to increase the efficacy of inoculation messages to thwart the persuasive influence of astroturf by eliciting psychological reactance toward the future attack. Both strategies have been effective when used independently. However, it was hypothesized by C. H. Miller et al. (2007) that combining concrete descriptiveness (explicit details) within persuasive appeals may reduce the ambiguity presented through autonomy-supportive language. Thus, the following research questions were posed:

**Research Question 1a-b:**  
a) Will messages using the combined strategy of autonomy support and explicit details cause greater levels of psychological reactance (i.e., anger and counter-arguing) toward the attack video compared to messages using a solo strategy (i.e., autonomy support or explicit details)?  
b) Moreso, will there be an indirect effect of using the combined strategy (vs. solo strategies) on increasing positive attitudes and behavioral intentions toward the attacked organization?

**Figure A1** illustrates the hypothesized framework for these proposed hypotheses and research questions.

**Methods**

A between-subject online experiment was conducted to examine how to increase the effectiveness of using inoculation strategies to elicit psychological reactance toward a disinfection-based crisis. In addition, the relationship between psychological reactance toward disinfection and the attacked organizational crisis outcomes, such as attitudes and behavioral intentions, was explored. To do so, individuals were randomized to receive one of five messages from the attacked organization, including a control condition that did not provide a message, inoculation only, inoculation with autonomy support, inoculation with explicit details, and a combined inoculation strategy using autonomy support and explicit details.

**Participants**

The experiment participants were recruited via Amazon’s Mechanical Turk (MTurk). After individuals who incorrectly answered the attention checks, did not have audio or video, or did not complete the questionnaire were removed (n = 431), a total of 965 participant responses were captured. Since the current study specifically explores how inoculation influences reactance, only individuals in the
inoculation or control “no message” condition was analyzed \((N = 534)\). The average age of the sample was 38.89 \((SD = 12.60)\), and there were slightly more females \((n = 271, 50.7\%)\) than males \((n = 258, 48.3\%)\), with .9% preferring not to say \((n = 5)\). More details regarding participant demographics can be found in Appendix B, Table A1.

**Stimuli development and pretest**

The experiment encapsulated the previously described ongoing situation experienced by the Humane Society of the United States (HSUS), which comes under frequent attack from astroturf campaigns sponsored by a shell organization called Humane Watch. To enhance ecological validity, the stimuli for this experiment were guided by content previously published by both HSUS and Humane Watch. The only edits between conditions were those needed for the manipulation, helping to ensure that the rest of the content stayed the same throughout all conditions. For individuals randomized into the inoculation conditions, one of four messages was randomly displayed to participants: inoculation only, inoculation with autonomy support, inoculation with explicit details of astroturf attack, and inoculation with both autonomy support and explicit detail. Previously conducted inoculation studies guided the development of the inoculation messages that state the message should enact a sense of threat by forewarning individuals they may see an attack ad and providing counter-arguments to what will be shared in the attack (Banas & Miller, 2013). Within the current study, the base inoculation message stated that individuals might see an ad by Humane Watch that would try to persuade them about HSUS misdeeds (forewarning), along with information that counter-argue (refute) points brought up by Humane Watch, such as the number of animals HSUS has aided.

In addition, this study manipulated if autonomy support (e.g., providing individuals with control, freedom, and support) and explicit details (e.g., sharing specific information within the attack video) were present. For instance, the autonomy supportive condition used wording such as “you might be just as suspicious about our motivations, as you are about the motivations of Humane Watch – that is perfectly understandable in these confusing times.” The explicit detail manipulation contained wording such as “The Humane Watch video being spread online tells viewers that HSUS misuses its funds” (further exemplars of stimuli can be found in Appendix B, Table A2).

**Pretest**

Before launching the current study, a pretest was conducted using MTurk participants within the United States \((N = 301)\) to ensure that the manipulations to inoculation and autonomy support mechanisms had the desired effect on messages published by HSUS. Following the procedure set forth by Banas and Richards (2017), motivational threat was measured as a key mechanism of inoculation using four items, including “I feel motivated to resist persuasive messages about alternative accounts of Humane Society” \((M = 4.69, SD = 5.40, a = .89)\). An independent samples \(t\)-test found significant differences between participants who received the message containing the base inoculation message and those who received the control message \(M_{\text{inoc}} = 4.91, SD_{\text{inoc}} = 1.13; M_{\text{control}} = 4.14, SD_{\text{control}} = 1.62; t(1, 121.54) = 3.23, p = .002, \text{two-tailed})\).

To analyze if the manipulations for autonomy support were successful, perceived autonomy support was also pre-tested. Guided by the self-determination theory, the manipulation check asked, “While reading the message, I felt like HSUS provided me with choices” \((M = 5.30, SD = 1.26)\). An independent samples \(t\)-test found significant differences between the inoculation message containing autonomy support and the base inoculation message \(M_{AS} = 5.44, SD_{AS} = 1.15; M_{base} = 4.97, SD_{base} = 1.15; t(1, 137) = 2.07, p < .04, \text{two-tailed})\).

Thus, autonomy support and inoculation mechanisms were induced.
**Procedure**

After participants read and hit “I agree” on the informed consent script approved by the Institutional Review Board at a large research university in the U.S., they received a pre-crisis feeling thermometer with questions about their perceptions of several organizations, including the two presented within this study (i.e., Humane Society of the United States and Humane Watch). Once this initial measurement was collected, participants were randomized into three groups. The first group \((n = 413)\) was randomized into one of four inoculation HSUS response conditions which forewarned participants about the impending astroturf video, along with counter-argument points (exemplars of stimuli can be found in Appendix B, Table A2). Participants were then shown a 30-second astroturf video produced by Humane Watch that provided inaccurate information regarding HSUS’s use of funds. The second group \((n = 121)\) was randomized into the control “no message” condition seeing only the astroturf video. After stimuli were presented, participants were given measures including psychological reactance toward the video, attitudes toward HSUS, and future behavioral intentions. Additionally, several attention checks were present to ensure that participants understood the stimuli and to monitor straight lining. Lastly, demographics were collected, debriefing occurred, and a randomized code to receive payment was presented.

The experimental design flow and the number of participants in each condition can be found in Figure A2 (Appendix A).

**Dependent variables**

**Attitudinal feeling thermometer**

Participants were asked at the beginning of the experiment to evaluate a series of organizations, including HSUS and Humane Watch, on a 100-point attitudinal feeling thermometer in which 0 indicated the lowest possible evaluation and 100 indicated the most positive possible evaluation (Pre-astroturf attack HSUS: \(M = 77.29, SD = 20.74\); Post-astroturf attack HSUS: \(M = 67.24, SD = 27.16\); Pre-astroturf attack Humane Watch: \(M = 61.41, SD = 20.40\)).

**Anger**

Participants were presented with a three-item scale indicating how much they felt anger, irritation, and frustration in response to the astroturf video (Ivanov et al., 2009; Pfau et al., 2005). Each item was presented as a Likert scale ranging from 1 (none at all) to 7 (a great deal) \((M = 4.48, SD = 1.64, \alpha = .95)\).

**Counter-arguing**

Counter-arguing refers to people’s ability to consider refutations as arguments when faced with attack messages. Guided by previous literature, a single quantitative self-assessment item was used for this study (Braddock, 2019; Parker et al., 2016). Participants were asked for their response to the counter-attitudinal viewpoints presented in the attack message on a one-item, seven-point Likert-type scale ranging from 1 (I accepted all of the points made in the message) to 7 (I argued against all of the points made in the message) \((M = 4.57, SD = 1.65)\).

**Behavior intentions**

Lastly, participants were asked if they would adopt from HSUS, donate, or recommend the organization in the future after receiving the experimental treatments. Consistent with reactance research (Dillard & Shen, 2005), behavioral intentions were measured by a 100-point, three-item estimate of the likelihood that participants would adopt from the HSUS, donate to HSUS, and recommend HSUS \((M = 56.91, SD = 29.56, \alpha = .91)\).

The means, standard deviations, reliability estimates, and zero-order correlations for key constructs are shown in Table A3 (Appendix B).
**Results**

**Preliminary analysis**

An induction check was used to ensure that the manipulations to autonomy support ($M = 5.44$, $SD = 1.379$) were perceived by participants at appropriate levels using the exact item as in the pretest (i.e., “While reading the message, I felt like HSUS provided me with choices”). An ANOVA was conducted and confirmed that there were significant differences between the four inoculation messages, $F(3, 409) = 6.81, p < .001$, Power = .98, $\eta^2 = .05$. While not all statistically significantly different, post-hoc analysis revealed the desired effects took place when examining the average mean score order (**Table A4**, Appendix B). Messages focused only on providing autonomy support had the highest mean score ($M = 5.76$, $SD = 1.07$), followed by the message with the combined autonomy support and explicit detail strategy ($M = 5.72$, $SD = 1.38$). Individuals who received the two messages without autonomy support present within the inoculation base message ($M = 5.35$, $SD = 1.32$) and explicit detail message ($M = 4.92$, $SD = 1.70$) reported the lowest levels of perceived autonomy support.

**Structural modal testing**

The hypothesized model was tested using structural equation modeling (SEM) with the lavaan package for R (Rosseel, 2012). The model was estimated using robust Maximum Likelihood (MLR) unless bootstrapping was employed, in which case ML estimation was adopted. Prior to assessing the structural model, a confirmatory factor analysis (CFA) was conducted. Following guidance from Hu and Bentler (1999), the model was found to have acceptable fit, $\chi^2(13) = 44.735, p < .001$, robust root mean square error of approximation (rRMSEA) = .077 [.053, .103], robust comparative fit index (rCFI) = .987, robust non-normed fit index/Tucker Lewis index (rNNFI/TLI) = .979, standardized root mean residual (SRMR) = .029. As such, the structural model was assessed.

Consistent with contemporary practice in psychological reactance research (Dillard & Shen, 2005; Rains & Turner, 2007), a structural model was fit. Psychological reactance served as a higher-order latent variable compromised of the latent construct of anger and a single item of negative cognitions through counter-arguing (Rosenberg & Siegel, 2018). The latent construct of reactance was regressed on perceived attitudes toward HSUS, and this was subsequently regressed on the behavior intention latent variable. To test hypothesis 1 and research question 1a-b, the model described above was fit with dummy condition variables (i.e., 0 = did not receive treatment, 1 = treatment) for the exogenous variables of inoculation base, inoculation with autonomy support, inoculation with explicit detail, and inoculation with combined strategy. The reference (“control”) condition was set to represent those who only received the attack video and not an inoculation message. Pre-attitudes toward HSUS and Humane Watch were used as control variables.

Following Kline’s (2015) two-step process examining both local and global fit, a measurement model was first fit to verify the factor structure of anger toward the astroturf video and future behavioral intentions toward the Humane Society of the United States (HSUS). This study examined the values of the Comparative Fit Index (CFI), Root Mean Square Error of Approximation (RMSEA), and Standardized Root Mean Square Residual (SRMR) to assess the model fit. An initial model was fit controlling for pre-attitudes toward HSUS and Humane Watch, $\chi^2(69) = 254.825, p < .001$, rRMSEA = .071 [.062, .080], rCFI = .953, rNNFI/TLI = .939, SRMR = .045. After examining the correlation between variables and to achieve the recommended RMSEA below .06 for a close fit (Hu & Bentler, 1999), two anger variables and two behavioral intention variables were correlated. The second model was accepted, $\chi^2(67) = 190.068, p < .001$, rRMSEA = .059 [.049, .069], rCFI = .969, rNNFI/TLI = .959, SRMR = .043.
Hypotheses and research question testing

The first hypothesis predicted that participants higher in psychological reactance would have a) more positive attitudes toward HSUS and, therefore, b) higher behavioral intentions to engage with HSUS post-attack. Consistent with this hypothesis, increased reactance toward the astroturf video was associated with more positive attitudes toward the attacked organization (HSUS) (β = .426, se = 1.915, p < .001) while controlling for prior attitudes and compared to the referent condition. Further, higher positive attitudes toward HSUS were associated with greater behavioral intentions to engage with the organization (β = .678, se = .003, p < .001). There was a significant indirect effect of reactance through the influence of attitude on behavioral intentions, as evidenced by a 5000 bootstrapped confidence interval that did not contain zero [β = .289, CI = .257, .565]. These results are consistent with H1a-b.

The second hypothesis predicted that individuals who receive an inoculation message would experience stronger levels of reactance through a) anger and b) counter-arguing toward the astroturf attack video than individuals who did not receive a forewarning message. Two t-tests were conducted to test this hypothesis, comparing individuals who did and did not receive an inoculation message. When examining anger, results indicated that there were no statistically significant differences between the inoculation (M = 4.49, SD = 1.63) and control condition (M = 4.43, SD = 1.70), t(1, 532) = -3.78, p = .71, d = 1.64). As such, H2a was not upheld. When examining counter-arguing, results indicated that there were significant differences between the inoculation (M = 4.73, SD = 1.56) and control conditions (M = 4.05, SD = 1.85), t(1, 172.88) = -3.68, p < .001, d = 1.63), which means that individuals who received an inoculation message (vs. no response) experienced greater levels of counter-arguing to the contents of the astroturf video. Thus, supporting H2b.

Research question 1a-b asked if the combined effects of autonomy support and explicit details would outperform the solo effects on outcome variables (i.e., reactance, attitude, and behavioral intention). More specifically, it explored if using the combined strategy would increase reactance toward the astroturf video, therefore, positively affecting attitudes and behavioral intentions toward the attacked organization. The model showed that when compared with the condition that did not receive a message and controlling for attitudes, the inoculation message containing the combined strategy caused individuals to have the highest reactance toward the astroturf video (β = .287, se = .052, p = .002). This was closely followed by explicit details only (β = .233, se = .059, p = .007). The effects of inoculation base were found statistically insignificant (β = .134, se = .106, p = .089), as was autonomy support only (β = .168, se = .080, p = .060).

The indirect effects for each condition were significant, as evidenced by a 5000 bootstrapped confidence interval that did not contain zero. The indirect effect of the inoculation base message on attitudes through psychological reactance was significant [β = .057, CI = .028, 0.672] and increased behavioral intentions as a result [β = .039, CI = .001, .225]. The indirect effect of inoculation containing autonomy support on attitudes through psychological reactance was significant [β = .072, CI = .199, 5.373] and increased behavioral intentions as a result [β = .049, CI = .007, .194]. The indirect effect of inoculation with explicit details on attitudes through psychological reactance was significant [β = .099, CI = .564, 4.547] and increased behavioral intentions as a result [β = .067, CI = .020, .163]. The indirect effect of inoculation with the combined strategy on attitudes through psychological reactance was significant [β = .122, CI = .650, 4.335] and increased behavioral intentions as a result [β = .083, CI = .023, .157].

To summarize, the inoculation message strategy using the combined strategies resulted in greater effects than the solo use of inoculation base, autonomy support, and explicit details strategy. The final model is presented in Figure A3.

Discussion

Grounded in inoculation, psychological reactance, and self-determination theory, this study examined the plausibility and effectiveness of organizations using proactive communication by inoculating individuals against potential future persuasion attacks. By focusing on enhancing an individual's
motivation during the inoculation process, the results from this study provide further understanding of what content inoculation messages should contain to induce reactance toward astroturf campaigns. Messages using the combined strategy with autonomy support and explicit detail consistently outperformed the traditionally used content within inoculation messages. Findings from the current study provide additional support for interweaving components of the self-determination theory, such as autonomy support, into public relations strategies when combating disinformation attacks. In addition, being transparent about the nature of the impending disinformation attack and what motivates the attacker with an explicit statement about the situation could be beneficial.

**Theoretical implications**

Building off C. H. Miller et al. (2013) findings of maximizing resistance, the primary theoretical contribution of this study is its utilization of four different inoculation strategies to induce future psychological reactance for individuals who may receive disinformation. The use of inoculation has been increasingly studied to prevent misperceptions, including (mis/dis)information and propaganda (Compton, van der Linden, et al., 2021). In addition, inoculation theory has been shown to be equally important within the field of public relations (Compton, Wigley, et al., 2021; Wan & Pfau, 2004). Both public relations and inoculation theory literature acknowledge “the importance of audiences making their own decisions and reaching their own conclusions” Compton, Wigley, et al. (2021), p. 2). To further this connection, the current study examined how providing individuals with autonomy support throughout the message, which included meaningful choices and acknowledging potential anxieties, influenced research outcomes when combined with explicit details. All inoculation strategies were successful at either directly or indirectly increasing positive organizational outcomes through stronger attitudes and behavioral intention than not using an inoculation message. While this finding is not surprising based on the well-documented success of inoculation when applied to other topics, it further extends insights into characteristics of successful inoculation messages and a direct application to crisis communication.

**Inducing reactance toward disinformation**

It has been hypothesized in prior literature that if an individual’s reactance toward a future message is induced, they will be more likely to reject the message (S. Kim, 2013). The current study hypothesized (H2a-b) that inoculated individuals via inoculation would experience greater reactance traits toward the astroturf video than non-inoculated individuals. The current study demonstrates that individuals who receive a forewarning message through inoculation strategies are more likely to experience psychological reactance through anger and counter-arguing toward disinformation.

This study also provided insights into the mechanisms of psychological reactance by using SEM. While the levels of anger were not statistically different between the two strategies, those in the inoculation condition reported higher levels of anger when comparing average mean scores. The lack of statistically significant differences when comparing levels of anger between inoculation and the control message supports previously published work suggesting that the negative emotional effect of anger does not act as a standalone (Dillard & Shen, 2005; Shen, 2015). Instead, reactance toward future threats is an amalgam of counter-arguing (negative cognitions) and anger which are deeply intertwined and cannot be extricated from one another. Similar support for the intertwined model has been replicated throughout psychological reactance literature (e.g., Braddock, 2019; C. H. Miller et al., 2013; Dillard & Shen, 2005; Rains & Turner, 2007).

**Influencing behavioral intentions**

Going further than examining perceived attitudes toward an organization as done in previous literature, this study also sheds light on potential impacts on future behavioral intentions. This provides further insight into the guidance C. H. Miller et al. (2013) work demonstrated on cultivating resistance which examined outcome variables such as source credibility and attitude change.
Specifically, the current research endeavor examined if the message strategy used by HSUS, or the astroturf attack itself, deterred individuals from stating they would donate money, volunteer, adopt, or recommend others to be involved with HSUS in the future. It was found that those in the inoculation condition were more likely to engage with HSUS in the future than individuals who did not receive a forewarning message from HSUS. This finding supports and expands upon current inoculation research using refutational content, which has found that inoculation helps render attitudes resistant and influences future behavioral intentions (Compton & Pfau, 2004). When breaking down the inoculation message content, solo and combined factors outperformed no message. Within this research endeavor, it was observed that the motivational threat and counter-arguing element accompanied by autonomy support and explicit details strengthened this observation. Research regarding explicit threat warnings within inoculation has been explored (e.g., Compton, 2021; Wan & Pfau, 2004). However, examining it through the lens of warning about a disinformation paracrisis further supports that explicit versus implicit warnings could benefit proactive crisis communication efforts.

**Boosting potency of inoculation**

Extending upon current inoculation literature, research question 1a examined if specific message strategies used within an inoculation message could enhance the reactance individuals experienced toward the disinformation provided. Overall, it was found that inoculation messages with explicit details significantly outperformed the effects of strategies that contained solely autonomy support and the base inoculation message on all outcome variables. This study found that if individuals are given specific details of the motivation behind the disinformation attack, they may experience an increase in reactance toward the attack compared to those who received a traditional inoculation message. This suggests that by increasing counter-arguing and anger (i.e., reactance) through inoculation with explicit details, individuals may begin to doubt the information being given via disinformation, increasing resistance to the astroturf. In addition, the use of explicit details provided source derogation, which could have enhanced the individual’s hostility toward the attacking organization after viewing the inoculation message. It has been shown that such feelings of anger and hostility directed at a source cause immediate adverse outcomes and potentially extend undesirable effects into the future (C. H. Miller et al., 2020).

**Practical implications for inoculating persuasive disinformation attacks**

The use of inoculation within the public relations industry is not novel (Compton, Wigley, et al., 2021). The strategy can be seen in communication strategies spanning Mobil Oil’s efforts to protect against future image attacks (Burgoon et al., 1995) to combat customer dissatisfaction due to a service failure (Mikolon et al., 2015). The current study shows that organizations, when able, should proactively respond to astroturf attacks rather than ignore the attack. These findings show that responding proactively with an inoculation message significantly improved crisis outcomes such as attitudes and behavioral intentions compared to the no response. This is an important finding, as crisis literature does not explicitly recommend that organizations respond to all paracrisis situations (Coombs, 2019). However, it appears that when the scenario involves disinformation regarding financial spending or an organization’s intent, a response is warranted.

Secondly, this study builds upon Wan and Pfau’s (2004) initial work of applying inoculation to public relations by providing professionals with clearer guidance on what content to include in forewarning messages. Public relations professionals are increasingly discussing the use of prebunking through initiatives such as PRSA’s Voices4Everyone (Everyone, 2022). This study further supports its usage and provides guidance on message content strategies for professionals to deploy. Specifically, findings show that using autonomy support, stating that individuals have the freedom to choose what to believe and acknowledging that it could be a confusing situation, is beneficial. In addition, combining this with explicit details explaining what astroturf is and the goals of the astroturf campaign could lead to individuals rejecting the persuasive attack attempt.
Limitations and suggestions for future research

As with any study, this project has limitations that should be expressed to guide future research endeavors. Participants were purposely exposed to stimuli they otherwise might not encounter, for example, because they do not use social media or because social media algorithms do not allow for every posting to be shown. While this is the case with any controlled experimental endeavor, the phenomenon found in this study most likely overestimates the effects found in the real world as a whole. Within this same vein, the lifecycle of this scenario played out in a 20-minute capsule which does not represent the actual timescale in which crises occur. Ideally, future research endeavors should test the effects of having a time delay between each element of this experiment to accurately depict what occurs in the naturalistic environment.

In addition, while participants’ attitudes toward Humane Watch and HSUS prior to receiving the stimuli were accounted for, there was no direct measurement of whether the astroturf ad was seen prior to participating in this study. While therapeutic inoculation has shown to be effective even if an individual has had previous contact with the attack message, it would be beneficial to compare the effects of both prophylactic and therapeutic inoculation. An additional area of future research should explore trait reactance when examining the influence of an individual’s personality traits and the success of inoculation messages. Lastly, future research should examine how inoculation can be bolstered by pairing it with strategies found throughout crisis communication literature, such as stealing thunder and reactive strategies presented within situational crisis communication theory.

Conclusion

The current study demonstrates how the persuasive attempts stemming from astroturf can be counteracted by cultivating psychological reactance to protect organizational crisis outcomes such as attitudes and future behavioral intention. While the success of using threat and counter-arguing within inoculation to confer resistance has been documented, this study provides support and guidance for infusing inoculation messages with a combination of explicit details and autonomy support as an antidote to astroturf attacks. The findings presented in this study highlight the ongoing use of interweaving crisis communication, social psychology, and persuasion communication theory in both research and practice to motivate individuals to overcome the persuasive effects of disinformation prevalent throughout society.

Notes

1. MTurk is a web-based platform for recruiting and paying subjects to perform tasks (Berinsky et al., 2012). Following the advice from Berinsky et al. (2012), attention checks were used throughout the study (such as a simple math equation) to ensure quality data was being collected. The qualified MTurk workers were those located in the United States with more than 50 approved tasks.
2. It should be noted that there was a third group (n = 431) who mirrored the first group, with the only difference being that the astroturf video was seen first, followed by the reactive refutational-based message from HSUS. As such, this group was not of interest to determine the effects of inoculation on psychological reactance toward the astroturf video.
3. As proposed by Hu and Bentler (1999) the RMSEA value of .06 or less shows a close fit, between .06–.08 an acceptable fit, and between .08–.10 a mediocre fit. A CFI value of more than .90 shows an acceptable fit and a value more than .95 signals a close fit to the model. An SRMR value between .08–.10 indicates a moderate fit, and a value less than .08 is a good fit.
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Appendix A – Figures

Figure A1. Hypothesized framework.

Figure A2. Experimental flow with participant numbers per condition.

Figure A3. Final model (N = 459). Model used the control condition (no message/astroturf only) as the reference group. Conditions were coded so that 0 = treatment not present, 1 = treatment present. Both unstandardized (B) and standardized coefficients (β) are presented. Standardized coefficients are shown in parentheses. Dashed lines represent non-significant paths. *p < .05, **p < .01, ***p < .001.
**Appendix B – Tables**

**Table A1. Participant Demographics.**

<table>
<thead>
<tr>
<th></th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>271 (50.7%)</td>
</tr>
<tr>
<td>Male</td>
<td>258 (48.3%)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>5 (.9%)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>403 (75.5%)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>82 (15.4%)</td>
</tr>
<tr>
<td>Asian</td>
<td>32 (6.0%)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (2.2%)</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>4 (.7%)</td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>1 (.2%)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Spanish/Hispanic/Latino</td>
<td>458 (85.9%)</td>
</tr>
<tr>
<td>Mexican/Mexican American/Chicano</td>
<td>18 (3.2%)</td>
</tr>
<tr>
<td>Puerto Rican</td>
<td>4 (.8%)</td>
</tr>
<tr>
<td>Other</td>
<td>33 (6.2%)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>13 (2.4%)</td>
</tr>
<tr>
<td><strong>Age (range)</strong></td>
<td>36 (19–78)</td>
</tr>
<tr>
<td><strong>Marital Status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>290 (54.3%)</td>
</tr>
<tr>
<td>Never Married</td>
<td>173 (32.4%)</td>
</tr>
<tr>
<td>Divorced</td>
<td>53 (9.9%)</td>
</tr>
<tr>
<td>Separated</td>
<td>10 (1.9%)</td>
</tr>
<tr>
<td>Widowed</td>
<td>8 (1.5%)</td>
</tr>
<tr>
<td><strong>Highest Level of Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school degree</td>
<td>1 (.2%)</td>
</tr>
<tr>
<td>High school diploma or GED</td>
<td>50 (9.4%)</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>88 (16.5%)</td>
</tr>
<tr>
<td>Associate degree or equivalent</td>
<td>54 (10.1%)</td>
</tr>
<tr>
<td>Bachelor degree</td>
<td>242 (45.3%)</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>99 (18.5%)</td>
</tr>
<tr>
<td><strong>Household Income</strong></td>
<td></td>
</tr>
<tr>
<td>~ $30,000</td>
<td>86 (16.1%)</td>
</tr>
<tr>
<td>$30,000–$59,999</td>
<td>203 (38.0%)</td>
</tr>
<tr>
<td>$60,000–$99,999</td>
<td>179 (33.5%)</td>
</tr>
<tr>
<td>$100,000 ~</td>
<td>66 (12.4%)</td>
</tr>
</tbody>
</table>

*Note. Cells display counts of each category with percentages in parentheses in the overall column, except for cells referred to *age* with the range in parentheses.*
Table A2. Stimuli exemplars.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Exemplar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inoculation base (Full inoculation message)</td>
<td>“At the Humane Society of the United States (HSUS), we sometimes get attacked by groups like Humane Watch that do not like the way we do things. The attack video being shared online by Humane Watch tries to persuade viewers that HSUS misuses the funds it collects. That we use the money for ourselves, instead of spending it on the animals. For example, you may hear that we do not use funds to support local shelters. Humane Watch wants you to believe that HSUS misleads the public on how we spend funds. That HSUS does not have the well-being of animals as our top priority. What this claim doesn’t tell you is that in 2018 alone, HSUS spent $139.1 million on animal protection programs. This money provides emergency care and homes to more animals than any other organization in the United States. Since 1954, HSUS has taken on puppy mills, factory farms, trophy hunts, animal testing, and other cruel industries. With our partners, we rescue and care for thousands of animals every year. As you reflect on your beliefs about HSUS and our dedication to animal protection, remember our current wins and our fight for animal rights. Regardless of the false information Humane Watch provides, no organization in the world is more dedicated to protecting animals than we are.”</td>
</tr>
<tr>
<td>+Autonomy support</td>
<td>“…Although we hope to convince you that the attack is not accurate or legitimate, we realize that you have the right to decide this for yourself. It’s up to you, not us!…”</td>
</tr>
<tr>
<td>+Explicit detail</td>
<td>“…The Humane Watch video being spread online tells viewers that HSUS misuses its funds. It states that we use the money for ourselves, instead of spending it on animal welfare. For example, you may hear that we do not use funds to support local shelters. Humane Watch wants you to believe that HSUS misleads the public on how we spend funds…”</td>
</tr>
<tr>
<td>+Combined strategy</td>
<td>“…Sometimes at the Humane Society of the United States (HSUS), we get attacked by groups like Humane Watch. These groups spread misleading information in an attempt to defund us. We want you to know who Humane Watch is, so you can decide for yourself on what to believe…”</td>
</tr>
</tbody>
</table>

Table A3. Summary of correlations, means, standard deviations for pre-attitudes, anger, counter-arguing, post-attitude, and behavioral intention.

<table>
<thead>
<tr>
<th>Measure</th>
<th>a</th>
<th>M (SD)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Pre-Attitudes HSUS</td>
<td>-</td>
<td>77.288 (20.741)</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Pre-Attitudes Humane Watch</td>
<td>-</td>
<td>61.414 (20.401)</td>
<td>.380**</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Anger</td>
<td>.95</td>
<td>4.478 (1.643)</td>
<td>.248**</td>
<td>.160**</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Counter-arguing</td>
<td>-</td>
<td>4.575 (1.650)</td>
<td>.200**</td>
<td>.057</td>
<td>.448**</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Post-Attitudes HSUS</td>
<td>-</td>
<td>67.236 (27.164)</td>
<td>.384**</td>
<td>.200**</td>
<td>.209**</td>
<td>.409**</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>6. Behavioral Intention</td>
<td>.91</td>
<td>56.913 (29.563)</td>
<td>.336**</td>
<td>.179**</td>
<td>.253**</td>
<td>.359**</td>
<td>.644**</td>
<td>1.00</td>
</tr>
<tr>
<td>Scale Endpoints</td>
<td></td>
<td>0–100</td>
<td>0–100</td>
<td>1–7</td>
<td>1–7</td>
<td>0–100</td>
<td>1–100</td>
<td></td>
</tr>
</tbody>
</table>

Note. ** Correlation is significant at p < .01, two-tailed. 
*Single-item measure; no reliability estimate calculated.

Table A4. ANOVA comparative summary of effects of inoculation treatments on autonomy support.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Autonomy Support</th>
<th>n</th>
<th>M (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inoculation Base</td>
<td>106</td>
<td>5.35 (1.32)abc</td>
<td></td>
</tr>
<tr>
<td>+ Autonomy Support</td>
<td>107</td>
<td>5.76 (1.07)ad</td>
<td></td>
</tr>
<tr>
<td>+ Explicit Detail</td>
<td>102</td>
<td>4.92 (1.70)bde</td>
<td></td>
</tr>
<tr>
<td>+ Combined Strategy</td>
<td>98</td>
<td>5.72 (1.38)ce</td>
<td></td>
</tr>
</tbody>
</table>

Shared subscripts represent statistically significant differences using Fisher’s LSD: c = p = .05, a,b = p < .05, a,d = p < .001.

Table A5. Results of SEM model: effect of inoculation strategies on psychological reactance, attitude, and behavioral intentions.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Psychological Reactance &amp; Message → Reactance → Attitude &amp; Message → Reactance → Attitude → BI</th>
<th>Indirect effect 1</th>
<th>Indirect effect 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inoculation base</td>
<td>[.134 (.106)]</td>
<td>.057 [.028, .672]</td>
<td>.039 [.001, .225]</td>
</tr>
<tr>
<td>+Autonomy Support</td>
<td>.168 (.008)</td>
<td>.072 [.199, 5.373]</td>
<td>.049 [.007, .194]</td>
</tr>
<tr>
<td>+Explicit Details</td>
<td>.233 (.059)**</td>
<td>.099 [.564, 4.457]</td>
<td>.067 [.020, .163]</td>
</tr>
<tr>
<td>+Combined</td>
<td>.287 (.052)**</td>
<td>.122 [.650, 4.335]</td>
<td>.083 [.023, .157]</td>
</tr>
</tbody>
</table>

Notes. Path coefficients are standardized. CI from 5000 bootstrap replication. The no response condition was used as the referent. 
*p < .05,**p < .01,***p < .001.